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Abstract

We present a measurement on the branching fraction and time-dependent CP violation
parameters of B0 → K0π0 decays. These results are obtained from a data sample that
contains 657 × 106 BB̄ pairs collected near the Υ(4S) resonance with the Belle detector at
the KEKB asymmetric e+e− collider.

We obtain the branching fraction,

B(B0 → K0π0) = [8.72 +0.51
−0.50 (stat) +0.46

−0.40 (syst)] × 10−6,

which is in agreement with the current world average.

We measure the CP parameters,

ACP = +0.14 ± 0.13 (stat) ± 0.06 (syst),
Seff

CP = +0.67 ± 0.31 (stat) ± 0.08 (syst),

where no evidence for direct CP violation is found and the mixing-induced component is
consistent with the expectation from the Kobayashi-Maskawa theory of CP violation. We
find the measurement of ACP to deviate from the K − π sum rule expectation by 1.9σ.
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Chapter 1

Introduction

1.1 Motivation

One of the most important discoveries in cosmology and particle physics is that the universe
started with the Big Bang (Fig. 1.1 [1]). It is supported by the discovery of 3K microwave
background radiation, the abundance of light nuclei and the observation of distant galaxies
receding from us. At present, there is no theory that can account for the origins of the
universe, but from 10−10 s onwards after the Big Bang, the universe can be described by cos-
mology and particle physics. These predict that as the universe cools, particle-antiparticle
pairs are converted to photons, and therein lies the paradox. Either the particles and antipar-
ticles annihilate one another ultimately creating a sea of photons in which matter could not
exist, otherwise an anti-universe must exist. However, there is no evidence for the universal
antimatter counterpart.

In 1967, Sakharov postulated a mechanism to generate this cosmological charge asymmetry
based on three conditions [2],

non-conservation of baryonic number,

breaking of symmetry between particles and anti-particles, both C and CP , and

deviation from thermal equilibrium.

Parity, P , charge conjugation, C, and time reversal, T , are discrete transformation operators.
The P operator sends a particle from (t, x) → (t,−x), C interchanges a particle with its anti-
particle and T transforms a particle from (t, x) → (−t, x). These three discrete operators
form, in combination, a single operator called the CPT operator which is conserved for any
Lorentz invariant quantum field theory.

The high energy particle physics community was particularly concerned with Sakharov’s sec-
ond condition, the essential difference between matter and antimatter, called CP violation.
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Figure 1.1: History of the universe.
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Interestingly enough, before the proposal of the Sakharov conditions, CP violation was al-
ready discovered in 1964 completely by accident. While investigating an anomaly in neutral
kaon regeneration, the CP violating decay, K0

L → π+ π−, was found [3].

Then in 1973, Kobayashi and Maskawa incorporated into the Glashow-Weinberg-Salam
(GWS) framework [4, 5, 6] a mechanism that allowed CP violation for three quark fam-
ilies [7]. In their model, CP violation arises from a single irreducible complex phase in
the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix. Though the group of GWS,
CKM and Quantum Chromodynamics (QCD) theories, which we call the Standard Model
(SM), was very successful, CP violation had only been observed in neutral kaons.

In 1980, Bigi, Carter and Sanda pointed out that B0B̄0 mixing may induce a large time-
dependent CP asymmetry [8, 9]. Two B factories, Belle and BaBar, were commissioned in
Japan and USA respectively, and CP violation in the B meson sector was confirmed by 2001
in B0 → J/ψ K0

S decays [10, 11].

However, the amount of CP violation in the Standard Model is not enough to generate our
matter-dominated universe [12]. In the future, we must look for physics beyond the Standard
Model to find new sources of CP violation besides the single KM phase of the Standard
Model. Theories such as Supersymmetry and Grand Unified Theories, which expect more
than one source of CP violation, may provide the breakthrough that is needed to explain
our matter-dominated universe.

In this chapter, we introduce CP violation in the Standard Model, phenomenologies of CP
violation in the B meson system. After that, we discuss the special cases of CP violation in
b → ccs and b → qqs transitions. The B0 → J/ψK0

S decay is the most typical mode that
contains the b → ccs transitions, while the b → qqs transitions can be studied with several
decay modes such as B0 → K0π0, B0 → φK0, B0 → η′K0 and B0 → ωK0. Among these,
B0 → K0π0 decays are the subject of this thesis. As is discussed later in detail, decays
proceeding through b → qqs transitions are expected to be sensitive to possible sources
of CP violation beyond the Standard Model, since additional contributions to their decay
amplitudes in the loop diagrams (penguin diagrams) can be large.

1.2 CP Violation in the Standard Model

CP violation arises from the GWS SU(2)×U(1) model for weak and electromagnetic inter-
actions. twelve fields are needed to describe the quarks. Following Ref. [13], we assign the
left-handed quarks to SU(2) doublets and the right-handed quarks to SU(2) singlets.

SU(2) doublets, Qi
L:

Q1
L =

(

uL

dL

)

, Q2
L =

(

cL
sL

)

, Q3
L =

(

tL
bL

)

.
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SU(2) singlets, ui
R, di

R:
u1

R = uR, u2
R = cR, u3

R = tR

d1
R = dR, d2

R = sR, d3
R = bR.

The gauge invariant Lagrangian is given by

L1 = Q
i

LiD/ Q
i
L + ui

RiD/ u
i
R + d

i

RiD/ d
i
R − 1

4
F a

µνF
µν
a − 1

4
BµνB

µν , (1.1)

where D/ ≡ γµDµ. The symbol, Dµ, represents the gauge covariant derivative and takes the
form,

Dµ = ∂µ − igAa
µT

a − ig′Y Bµ, (1.2)

where g is the SU(2) coupling constant, Aa
µ (a = 1, 2, 3) are the vector gauge fields associated

with SU(2), T a (a = 1, 2, 3) are the generators of SU(2) in the fundamental representation,
g′ is the U(1) coupling constant, Bµ is the vector gauge field associated with U(1) and Y is
the generator of U(1).

The SU(2) field strength is given by

F a
µν ≡ ∂µA

a
ν − ∂νA

a
µ + gǫabcA

b
µA

c
ν , (1.3)

and the U(1) field strength is given by

Bµν ≡ ∂µBν − ∂νBµ. (1.4)

Now, we generate mass terms for the quarks. This requires an SU(2) × U(1) multiplet of
spin-less fields, φ, that can couple Qi

L to ui
R and Qi

L to di
R using a Yukawa coupling, λij. The

mass terms are given by

L2 = −λd
ijQ

i

L · φdj
R − λu

ijQ
i

L · φ̃uj
R + h.c., (1.5)

where h.c. denotes the Hermitian conjugate.

In accordance with the Nambu-Goldstone theorem, gauge bosons are massless in a gauge
theory where spontaneous breaking of global symmetry has occurred. At this point, there
are 4 massless vector gauge bosons, but only one in nature is observed to be massless, that is,
the photon. So, we introduce the Higgs mechanism and spontaneously break local symmetry
to generate masses for three of the four gauge fields. By choosing the appropriate vacuum
expectation value, 〈φ〉, local SU(2)×U(1) symmetry is broken and results in just local U(1)
symmetry. Thus, the electromagnetic gauge invariance is not broken by the vacuum state
and as a result, the vector boson associated with U(1), identified as the photon, remains
massless.

In the “unitarity gauge”, which is chosen to make φ locally invariant, we rewrite L2 as

L2 = −λd
ij

(

ūi
L d̄i

L

) 1√
2

(

0
v + h(x)

)

dj
R − λu

ij

(

ūi
L d̄i

L

) 1√
2

(

r + h(x)
0

)

uj
R + h.c.,

(1.6)
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where h(x) is called the Higgs field.

As we have introduced the Higgs mechanism, it is also necessary to include the Higgs La-
grangian. From the Higgs Lagrangian, we can define the three massive vector bosons whose
mass we have only just generated,

W+
µ =

1√
2
(A1

µ − iA2
µ), (1.7)

W+
µ =

1√
2
(A1

µ − iA2
µ), (1.8)

Z0
µ =

1
√

g2 + g′2
(gA3

µ − g′Bµ), (1.9)

and the massless vector boson,

Aµ =
1

√

g2 + g′2
(g′A3

µ + gBµ). (1.10)

Using these definitions, one can introduce the weak mixing angle, θW , and rewrite the gauge
covariant derivative, putting L1 into the new form,

L1 = uii∂/ ui+d
i
i∂/ di+g(W+

µ J
µ+
W +W−

µ J
µ−
W +Z0

µJ
µ
Z)+eAµJ

µ
EM− 1

4
F µν

a F a
µν−

1

4
BµνBµν , (1.11)

where

Jµ+
W =

1√
2
ui

Lγ
µdi

L (1.12)

Jµ−
W =

1√
2
d

i

Lγ
µui

L (1.13)

Jµ
Z =

1

cos θW

[

ui
Lγ

µ

(

1

2
− 2

3
sin2 θW

)

ui
L + ui

Rγ
µ

(

−2

3
sin2 θW

)

ui
R

+d
i

Lγ
µ

(

−1

2
+

1

3
sin2 θW

)

di
L + d

i

Rγ
µ

(

1

3
sin2 θW

)

di
R

]

(1.14)

Jµ
EM = uiγµ

(

+
2

3

)

ui + d
i
γµ

(

−1

3

)

di. (1.15)

Jµ+
W and Jµ−

W are called the charged weak currents, Jµ
Z , the neutral weal current and Jµ

EM ,
the Electromagnetic Current.

It is possible to diagonalise the mass matrices of L2 through use of unitary matrices. This
diagonalisation performs a change of basis from the weak eigenstates to the physical mass
eigenstates, denoted by the primed fields, by the following transformations:

ui
L = Uu

iju
′j
L, ui

R = W u
iju

′j
R

di
L = Ud

iju
′j
L, di

R = W d
ijd

′j
R (1.16)

5



We can now write the Lagrangian in the mass eigenstate basis. In particular, we are especially
interested in the Charged Weak Currents as they are the only pieces of the Lagrangian whose
terms do not maintain their form under transformation to the mass eigenstate basis. Under
this transformation,

Jµ+
W →J ′µ+

W =
1√
2
u′iLγ

µ(U †
uUd)ijd

′j
L (1.17)

Jµ−
W →J ′µ−

W =
1√
2
d
′i

Lγ
µ(U †

dUu)iju
′j
L (1.18)

We define Vij ≡ (U †
uUd)ij , where Vij is a unitary matrix known as the Cabibbo-Kobayashi-

Maskawa (CKM) matrix, which allows for mixing between the quark families. It is possible
for this SU(2) × U(1) gauge theory to violate CP conservation. The full electroweak La-
grangian transforms into itself under CP except for those terms describing charged current
weak interactions for quarks,

Lq
cc =

g

2
√

2
[VijW

+
µ u

′iγµ(1 − γ5)d′j + V ∗
ijW

−
µ d

′j
γµ(1 − γ5)u′i]. (1.19)

Under CP , these two terms transform as

W+
µ u

′iγµ(1 − γ5)d′j
CP−−→ W−

µ d
′j
γµ(1 − γ5)u′i, (1.20)

W−
µ d

′j
γµ(1 − γ5)u′i

CP−−→ W+
µ u

′iγµ(1 − γ5)d′j , (1.21)

and thus,

Lq
cc → CPLq

cc

=
g

2
√

2
[VijW

−
µ d

′j
γµ(1 − γ5)u′i + V ∗

ijW
+
µ u

′iγµ(1 − γ5)d′j]. (1.22)

After acting on the Lagrangian with the CP operator, we can see by comparison with
Eq. (1.19), that CP is only conserved if, V ∗

ij = Vij, that is, there is no CP violation if Vij

is real. However, we know from the unitarity of Vij, that the CKM matrix can be complex
for three families of quarks. Therefore, this SU(2)×U(1) gauge theory has the potential to
violate CP .

1.3 The CKM Matrix

The CKM quark mixing matrix, Vij ≡ VCKM, arises from the transformation of the full
electroweak GWS Lagrangian from the weak eigenstate into the physical mass eigenstate,





d
s
b





weak

= VCKM





d
s
b





mass

≡





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb









d
s
b





mass

. (1.23)
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The CKM matrix is required to be unitary to conserve probability, and for three or more
families of quarks, it can be shown that VCKM may be complex in general. The Lagrangian
does not maintain its form under CP transformation if VCKM is indeed complex, so the
electroweak gauge theory has the potential to violate CP symmetry.

The CKM matrix contains information on the strength of flavour changing weak decays,
so it is natural to parametrise VCKM in a way that conveys their relative strengths more
intuitively. This is usually realised with the Wolfenstein parametrisation [14],

VCKM =





1 − 1
2
λ2 λ Aλ3(ρ− iη + i

2
ηλ2)

−λ 1 − 1
2
λ2 − iηA2λ4 Aλ2(1 + iηλ2)

Aλ3(1 − ρ− iη) −Aλ2 1



 + O(λ6), (1.24)

which expands VCKM in powers of λ ≡ sin θC = 0.22, where θC is the Cabibbo angle [15].
The real parameters, A, ρ and η, are of order unity. From unitarity of the CKM matrix,
VCKMV

†
CKM = 1, we may obtain nine relations. One of them is

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0,

O(λ3) O(λ3) O(λ3)
(1.25)

which is relevant to B decays. Note that since the relation is the sum of three complex
terms, it may be represented graphically as a triangle in the complex plane and is known as
the CKM Unitarity Triangle. It is interesting to see that the lengths of each side are of the
same order, O(λ3). This means that all the internal angles are naturally large which implies
that sizable CP violation can be observed in the B meson sector.

It is convenient to normalise Eq. (1.25) by |VcdV
∗
cb|, so that one side becomes aligned to

the real axis with length of order unity. The rescaled CKM Unitarity Triangle is shown in
Fig. 1.2 where

ρ ≡
(

1 − λ2

2

)

ρ, η ≡
(

1 − λ2

2

)

η (1.26)

and

φ1 ≡ π − arg

(−VtdV
∗
tb

−VcdV
∗
cb

)

, φ2 ≡ arg

(

VtdV
∗
tb

−VudV
∗
ub

)

, φ3 ≡ arg

(

VudV
∗
ub

−VcdV
∗
cb

)

. (1.27)

1.4 Phenomenology of Time-Dependent CP Violation

in B Meson Decays

1.4.1 Time Evolution of Neutral B Mesons

The neutral pseudo-scalar meson, B0(bd), and its CP conjugate, B̄0(bd), produced in the
strong interaction is a pure flavour eigenstate. In the Standard Model, time-dependent
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oscillation, or neutral meson mixing, may occur if its mass and flavour eigenstates differ.
B0B̄0 mixing dominantly proceeds via the second order weak interaction where d and b
quarks couple to W bosons and t quarks as shown in Fig. 1.3.

The time evolution of the neutral B meson state can be written as a linear combination of
pure B0 and B̄0 flavour eigenstates,

|B(t)〉 = a(t)|B0〉 + b(t)|B̄0〉, (1.28)

and is governed by the Schrödinger equation,

i
d

dt

(

a(t)
b(t)

)

= H

(

a(t)
b(t)

)

. (1.29)

The weak effective Hamiltonian in the flavour basis, H, is a 2 × 2 matrix which takes the
form,

H = M− i

2
Γ =

(

M11 − i
2
Γ11 M12 − i

2
Γ12

M21 − i
2
Γ21 M22 − i

2
Γ22

)

, (1.30)

where M and Γ are the mass and decay matrices, respectively. From hermiticity of the
Hamiltonian, H21 = H∗

12 holds. The off-diagonal elements are associated with flavour chang-
ing transitions, B0 ↔ B̄0, so CP violation occurs if H12 6= H∗

12. The diagonal elements are
associated with the flavour conserving transitions, B0 → B0 and B̄0 → B̄0. Assuming CPT
invariance, or in other words, the B0 couples to itself in the same way a B̄0 couples to itself,
the equality H11 = H22 ≡M − i/2Γ holds. Thus, from diagonalising H, the eigenvalues, µ±,
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are

µ± ≡M − i

2
Γ ±

√

(

M12 −
i

2
Γ12

)(

M∗
12 −

i

2
Γ∗

12

)

. (1.31)

We now acquire the corresponding eigenstates of this Hamiltonian for each eigenvalue,

|BL〉 ≡ p|B0〉 + q|B̄0〉 for µ−,

|BH〉 ≡ p|B0〉 − q|B̄0〉 for µ+, (1.32)

where

q

p
≡

√

M∗
12 − i

2
Γ∗

12

M12 − i
2
Γ12

and
√

p2 + q2 = 1. (1.33)

|BL,H〉 represent the physical mass eigenstates, where L and H denote the light and heavy
states, respectively. The mass and decay rates of |BL,H〉 are

mL = ℜ(µ−), ΓL = −2ℑ(µ−),

mH = ℜ(µ+), ΓH = −2ℑ(µ+). (1.34)

For convenience, the mass and lifetime differences and the mass and lifetime averages are
introduced as

∆md ≡ mH −mL, ∆Γ ≡ ΓL − ΓH,
mH +mL

2
= M, ≡ ΓH + ΓL

2
= Γ. (1.35)

The mass eigenstates have exponential evolution as a function of time,

|BL(t)〉 = eiµ+t|BL〉 = e−imLte−ΓLt/2(p|B0〉 + q|B̄0〉),
|BH(t)〉 = eiµ+t|BH〉 = e−imHte−ΓHt/2(p|B0〉 − q|B̄0〉), (1.36)

using Eq. (1.34) and Eq. (1.32). The time evolution of the mass eigenstates can also be
expressed with the time-dependent form of Eq. (1.32),

|BL(t)〉 = p|B0(t)〉 + q|B̄0(t)〉,
|BH(t)〉 = p|B0(t)〉 − q|B̄0(t)〉. (1.37)

With Eq. (1.36), Eq. (1.37) and Eq. (1.35), we solve for the time evolution of B0 and B̄0,

|B0(t)〉 = g+(t)|B0〉 +
q

p
g−(t)|B̄0〉,

|B̄0(t)〉 = g+(t)|B̄0〉 − p

q
g−(t)|B0〉, (1.38)

where

g±(t) ≡ 1

2
eiMte−Γt/2

(

ei∆mdt/2e−∆Γt/4 ± e−i∆mdt/2e∆Γt/4

)

. (1.39)

Since ∆Γ/Γ ∼ O(10−3) in the B0 system, the lifetime difference between the light and heavy
mass eigenstates can be ignored, i.e. ∆Γ = 0. The decay rate is redefined as ΓL = ΓH = Γ,
and therefore, Eq. (1.39) becomes

g±(t) = e−Γt/2

(

ei∆mdt/2 ± e−i∆mdt/2

2

)

, (1.40)
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where eiMt is removed by a phase convention. Thus, the time evolution of the B0 and B̄0is

|B0(t)〉 = e−Γt/2

(

cos
∆mdt

2
|B0〉 + i

q

p
sin

∆mdt

2
|B̄0〉

)

,

|B̄0(t)〉 = e−Γt/2

(

cos
∆mdt

2
|B̄0〉 − i

p

q
sin

∆mdt

2
|B0〉

)

. (1.41)

1.4.2 Time-Dependent CP Violation

Consider the case where both B0 and B̄0 decay into the same final state, otherwise known
as a CP eigenstate, fCP . The decay amplitudes are written as

ACP = 〈fCP |H|B0〉,
ACP = 〈fCP |H|B̄0〉. (1.42)

With the time evolution of the B mesons determined in the previous section as Eq. (1.41),
the time-dependent decay amplitudes are

ACP (t) = ACP e
−Γt/2

(

cos
∆mdt

2
+ iλCP sin

∆mdt

2

)

,

ACP (t) = ACPe
−Γt/2

(

cos
∆mdt

2
− i

λCP
sin

∆mdt

2

)

, (1.43)

where

λCP ≡ q

p

ACP

ACP
. (1.44)

Recall the box diagram for the B0B̄0 mixing in Fig. 1.3. The b and d quarks couple to
W bosons and u, c, t quarks. However, the intermediate mixing state is dominated by the
virtual t quark because of Vtb ≫ Vcb ≫ Vub and Glashow, Iliopoulos, and Maiani (GIM)
cancellations. Theory indicates that [16, 17, 18, 19],

M12 ∝ (VtbV
∗
td)

2m2
t ,

Γ12 ∝ (VtbV
∗
td)

2m2
b , (1.45)

where mt,b is the mass of the t and b quark. If we expand Eq. (1.33),

q

p
≃

√

M∗
12

M12

+ O
(

Γ12

M12

)

⇒
∣

∣

∣

∣

q

p

∣

∣

∣

∣

=

∣

∣

∣

∣

VtdV
∗
tb

V ∗
tdVtb

∣

∣

∣

∣

+ O
(

m2
b

m2
t

)

, but m2
b/m

2
t ≪ 1,

⇒
∣

∣

∣

∣

q

p

∣

∣

∣

∣

≃ 1. (1.46)

This allows the relation from Eq. (1.44) to also be written as

|λCP |2 =
|ACP |2
|ACP |2

, (1.47)
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and so the time-dependent decay rates are,

Γ[B0(t) → fCP ] = |〈fCP |B0(t)〉|2

=
e−Γt

2
|ACP |2

[

(|λCP |2 + 1) − (|λCP |2 − 1) cos ∆mdt− 2ℑ(λCP ) sin ∆mdt

]

,

Γ[B̄0(t) → fCP ] = |〈fCP |B̄0(t)〉|2

=
e−Γt

2
|ACP |2

[

(|λCP |2 + 1) + (|λCP |2 − 1) cos ∆mdt+ 2ℑ(λCP ) sin ∆mdt

]

.

(1.48)

The time-dependent CP rate asymmetry is defined as,

aCP (t) ≡ Γ(B̄0(t) → fCP ) − Γ(B0(t) → fCP )

Γ(B̄0(t) → fCP ) + Γ(B0(t) → fCP )

=
(|λCP |2 − 1) cos∆mdt+ 2ℑ(λCP ) sin ∆mdt

|λCP |2 + 1

= ACP cos ∆mdt+ SCP sin ∆mdt, (1.49)

where the CP parameters are defined as,

ACP ≡ |λCP |2 − 1

|λCP |2 + 1
, SCP ≡ 2ℑ(λCP )

|λCP |2 + 1
. (1.50)

The interpretation of ACP and SCP is as follows. Recall that the definition of λCP in
Eq. (1.44) contains two distinct parts. The q/p part describes mixing while ACP/ACP de-
scribes the decay amplitudes. This implies that λCP can be written as

λCP ∝ e−iφM
|ACP |
|ACP |

e−iφD =
|ACP |
|ACP |

e−i(φM+φD), (1.51)

where φM represents a weak phase difference in the B0B̄0 mixing and φD represents a weak
phase difference in the decay amplitudes.

Consider the case where there is a difference in the decay rates, that is, Γ(B0 → f) 6=
Γ(B̄0 → f). Then, |ACP |2/|ACP |2 6= 1 ⇒ ACP 6= 0. This is called direct CP violation.

Now consider the case where there is interference between the mixing and decay phase
differences, φM + φD 6= 0. Thus, ℑ(λCP ) 6= 0 ⇒ SCP 6= 0. This is called mixing-induced CP
violation.

1.4.3 Coherent B0B̄0 Mixing

So far, the time-dependent decay rate asymmetry in Eq. (1.49) requires that the flavour of
the B meson is known at the time of production. For a CP eigenstate where both B0 and
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B̄0 may decay to the same final state, and may also have mixed in the decay time, t, after
production, flavour identification is not possible experimentally.

Now, B mesons produced in the decay, Υ(4S) → B0 B̄0, inherit the quantum numbers,
JPC = 1−−, because they are conserved in the strong interaction. Since B0 is a pseudo-
scalar particle, the B0B̄0 system should have an orbital angular momentum of L = 1, also
known as a p-wave configuration. The state must also be antisymmetric. Therefore, by
Bose-Einstein statistics, the states B0 − B0 or B̄0 − B̄0 are forbidden and thus the B0B̄0

pair must oscillate coherently,

|B1(t1), B2(t2)〉 =
1√
2

(

|B0
1(t1)〉|B̄0

2(t2)〉 − |B̄0
1(t1)〉|B0

2(t2)〉
)

. (1.52)

By substitution of Eq. (1.41), the time evolution of the B0B̄0 system becomes,

|B1(t1), B2(t2)〉 =
1√
2
e−Γ(t1+t2)/2

[

cos
∆md∆t

2

(

|B0
1〉|B̄0

2〉 − |B̄0
1〉|B0

2〉
)

+i sin
∆md∆t

2

(

q

p
|B0

1〉|B̄0
2〉 −

p

q
|B̄0

1〉|B0
2〉

)]

, (1.53)

where ∆t = t2 − t1. Let ti be the decay time of each B meson. If we can measure ∆t
and determine the flavour of one B meson, then the flavour and time evolution of the
accompanying B meson is known. Take again the specific case where one B decays to a CP
eigenstate, BCP , and the other B meson decays to a flavour specific state from which the
flavour can be determined, BTag. A schematic of this scenario is shown in Fig. 1.4. Then,
the time-dependent decay rates become

Γ(fCP , fTag) = |〈fCP , fTag|BCP (tCP ), B0
Tag(tTag)〉|2

=
1

4
e−Γ(tCP +tTag)A2

CPA
2
Tag

[

(|λCP |2 + 1) − (|λCP |2 − 1) cos∆md∆t− 2ℑ(λCP ) sin ∆md∆t

]

,

Γ(fCP , fTag) = |〈fCP , fTag|BCP (tCP ), B̄0
Tag(tTag)〉|2

=
1

4
e−Γ(tCP +tTag)A2

CPA
2
Tag

∣

∣

∣

∣

p

q

∣

∣

∣

∣

2

[

(|λCP |2 + 1) + (|λCP |2 − 1) cos ∆md∆t+ 2ℑ(λCP ) sin ∆md∆t

]

,

(1.54)

where the decay amplitude, ATag ≡ 〈fTag|B0〉 = 〈fTag|B̄0〉 and λCP retain their usual defini-
tions. It is interesting to see that the resulting time-dependent CP asymmetry,

aCP (∆t) ≡
Γ(fCP , fTag) − Γ(fCP , fTag)

Γ(fCP , fTag) + Γ(fCP , fTag)

= ACP cos ∆md∆t+ SCP sin ∆md∆t, (1.55)
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e− e+Υ(4S)
B0

B̄0

B0

B0

∆t

BTag

BCP

Coherent B0B̄0

B̄0

mixing

Figure 1.4: Scenario in which two B mesons are produced in a coherent state from the Υ(4S)
decay. One B meson decays to a CP eigenstate, BCP , while the other B meson decays to a
flavour specific state, BTag.

retains its form in ∆t, when compared to Eq. (1.49). Thus, CP violation parameters can be
extracted as a physical observable if ∆t and the flavour of BTag can be determined. Notice
how the right hand of Eq. (1.55) resembles the equation for a circle while the asymmetry
of left hand side may only take on values between −1 ≤ aCP (∆t) ≤ +1 by definition. So,
(ACP ,SCP ) is physically restricted to lie within the unit circle in CP violation space.

Now, if Eq. (1.54) is integrated over the unmeasurable tCP + tTag direction and normalised
in the region, −∞ < ∆t < +∞, we obtain the probability of finding fCP at time, ∆t, for a
given flavour tag, q,

P(∆t, q) =
e−|∆t|/τ

B0

4τB0

[

1 + q

(

ACP cos ∆md∆t+ SCP sin ∆md∆t

)]

, (1.56)

where q = +1(−1) for BTag = B0(B̄0). Using this probability density function, Fig. 1.5
demonstrates the manifestation of different types of CP violation in ∆t.

1.5 CP Violation in b → cc̄s Transitions

CP violation has already been confirmed in the B meson sector and was first observed in
b → ccs transitions such as B0 → J/ψK0

S [10, 11]. The Feynman diagrams of the leading
order processes that contribute to the amplitude are shown in Fig. 1.6. The first order tree
process proceeds by internal emission of a spectator W boson. The internal vertex cancels
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Figure 1.5: CP violation effects on ∆t in units of the B lifetime on an arbitrary scale. The
left plot shows (ACP ,SCP ) = (1, 0) and the right shows (ACP ,SCP ) = (0, 1). The solid curve
represents q = +1 (BTag = B0) and the dashed curve represents q = −1 (BTag = B̄0).
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Figure 1.6: Feynman diagram for tree (left) and penguin (right) amplitudes in the B0 →
J/ψK0

S decay.
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the colour of the spectator and so the decay is colour suppressed which has the effect of
reducing the branching fraction.

The second order penguin process contains loops with virtual t and c quarks that have the
CKM elements of the same order (Eq. (1.23)) as the tree diagram, so are not suppressed
relative to the tree. The suppression in this process relative to the tree diagram arises from
generating the massive cc colour singlet from a gluon to produce a charmonium. Loops
containing the virtual u quark would receive an O(λ2) (Eq. (1.24)) suppression. Very little
penguin pollution is thus expected for b → cc̄s transitions. This means that only one weak
phase will contribute to CP violation, also implying that no direct CP violation is expected.
For b→ cc̄s eigenstates, we obtain the CP violating parameter,

λCP =

(

q

p

)(

ACP

ACP

)(

q

p

)

K0

(1.57)

where Eq. (1.44) has been adapted to include the phase from neutral kaon mixing as there is
a K0 in the final state. Neglecting the penguin contribution, Eq. (1.46) and the box diagram

analogous to Fig. 1.3 for K0 − K
0

mixing, can be used to express λCP in terms of CKM
elements,

λCP =
VtdV

∗
tb

V ∗
tdVtb

VcbV
∗
cs

V ∗
cbVcs

VcsV
∗
cd

V ∗
csVcd

= ηCP e
−i2φ1 , (1.58)

where ηCP is the CP eigenvalue of the b → cc̄s transition and φ1 (Eq. (1.27)) is an internal
angle in the CKM unitarity triangle. Therefore, we obtain

SCP = −ηCP sin 2φ1, (1.59)

if the penguin contribution is ignored. The current world average for sin 2φ1 from all b→ cc̄s
transitions is,

sin 2φ1 = 0.672 ± 0.024 [20], (1.60)

which provides a tight constraint on other CP violating parameters as can be seen in
Fig. 1.7 [21]. There is a two-fold (φ1 ↔ π/2 − φ1) ambiguity associated with sin 2φ1. The
solution preferred from other measurements [22, 23, 24, 25, 26, 27] is shown in Fig. 1.7.

1.6 CP Violation in b → qq̄s Transitions

In contrast to b → cc̄s transitions that are induced by the charged current, the neutral
current is flavour-conserving, which is ensured by the unitarity of the CKM matrix. Thus,
Flavor Changing Neutral Currents (FCNC), such as those found in b → qq̄s transitions,
proceed via second order decay processes that can be represented by a loop diagram.

The total amplitude for second order processes is

ACP =
∑

q=u,c,t

(V ∗
qbVqs)P

q
CP , (1.61)

15



3
φ

2
φ

2
φ

dm∆

Kε

Kε

sm∆ & dm∆

ubV

1
φsin 2

(excl. at CL > 0.95)

 < 0
1

φsol. w/ cos 2

2
φ

1
φ

3
φ

ρ
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

η

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
>

 0
.9

5

ICHEP 08

CKM
f i t t e r

Figure 1.7: Current experimental constraints to the CKM unitarity triangle [19]. Previously
unmentioned parameters contained in this figure include the CP violation parameter in the
neutral kaon system, ǫK , and the mass difference between the Bs mass eigenstates, ∆ms.

where P q
CP are the penguin amplitudes for the decay. Using the unitary constraint,

∑

q=u,c,t(V
∗
qbVqs) = 0, we obtain

ACP = (V ∗
cbVcs)(P

c
CP − P t

CP ) + (V ∗
ubVus)(P

u
CP − P t

CP ). (1.62)

Since V ∗
ubVus ≪ V ∗

cbVcs, the ratio of amplitudes for penguin decays is given by

ĀCP

ACP
∼ VcbV

∗
cs

V ∗
cbVcs

, (1.63)

which is the same as that of b→ cc̄s induced decays ignoring higher-order effects.

Considering the smaller effects, the CP asymmetries in b → qq̄s transitions are expected in
the SM to be slightly higher than those observed in b → cc̄s transitions [28, 29, 30, 31, 32, 33,
34, 35, 36]. However, current experimental measurements shown in Fig. 1.8 tend to be lower
than those for b→ cc̄s transitions motivating more precise experimental determinations.

Within the loop diagram, a heavy particle unknown in the SM may appear due to the
uncertainty principle. This amplitude may interfere with the SM amplitude. If the CP
phases of these decay amplitudes are different, the measured CP asymmetry may contain
a sizable contribution from the new weak phase. In some models, the value of sin 2φ1 may
differ from the SM expectation by more than ten percent and thus, b → s modes are an
excellent probe for New Physics (NP). Taking into account NP effects, the CP phase is
sometimes written as φeff

1 . Figure 1.9 shows the loop diagram for b → qq̄s transitions and
where NP may enter the loop.
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Figure 1.9: Penguin diagram of b → qq̄s transitions including the SM phase (left) and NP
phase (right).

1.7 CP Violation in B0
→ K0π0 Decays

A recent unexpected result was that direct CP violation in the flavour-specific, B0 → K+π−

differs from direct CP violation in B+ → K+π0 [37, 38]. The result is against the naive
expectation from the spectator model that they should be equal. There were several proposals
that suggested this was due to new physics effects. However, such arguments suffered from
hadronic uncertainties. Recently authors in Ref. [39] proposed to test the following sum rule
that is held more precisely within the SM,

A(K+π−)+A(K0π+)
B(K0π+)τB0

B(K+π−)τB+

= A(K+π0)
2B(K+π0)τB0

B(K+π−)τB+

+A(K0π0)
2B(K0π0)

B(K+π−)
, (1.64)

where τB0 and τB+ are the B0 and B+ lifetimes, respectively, and B represents the branching
fraction. Leading terms are identical in the isospin symmetry limit, while sub-leading terms
are equal in the flavour SU(3) and heavy quark limits.

As A(K0π0) is experimentally the least known quantity, the sum rule can give a precise
prediction of its expected value, A(K0π0) = −0.148 ± 0.044 [40]. The SM expectation of
A(K0π0) can be expressed graphically (Fig. 1.10) as a function of A(K+π−) − A(K+π0)
since the experimental value of A(K0π+) is consistent with zero. A violation of the sum
rule would be clear evidence for new physics in b → qq̄s transitions. Therefore, a precise
measurement of A(K0π0) is a powerful method to address the K−π puzzle mentioned above,
using the sum rule.

The measurement of S(K0π0) is also as useful as other S measurements in b→ s penguin
modes. The shift in S(K0π0) can be evaluated in the 1/mb expansion and/or using SU(3)
flavour symmetry to deviate upwards from the SM expectation by a few percent [41, 42].
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Figure 1.10: The blue region shows the sum rule expectation when fixing A(K0π+) as the
y-intercept shown as the black dot. The red region shows the current experimental range of
A(K+π−)−A(K+π0). The resulting overlapping region shown in purple gives the expected
range for A(K0π0).

1.8 Previous Measurements

The decay mode, B0 → K0π0, has previously been studied by the BaBar and Belle Collab-
orations. BaBar measures the branching fraction,

B(B0 → K0π0) = (10.1 ± 0.6 (stat) ± 0.4 (syst)) × 10−6, (1.65)

from 467 million BB̄ pairs [43] while Belle measures the branching fraction,

B(B0 → K0π0) = (9.2 ± 0.7 (stat) +0.6
−0.7 (syst)) × 10−6, (1.66)

from 449 million BB̄ pairs [44]. With their same sample, BaBar measures the CP parame-
ters [45],

ACP = −0.13 ± 0.13 (stat) ± 0.03 (syst),
Seff

CP = +0.55 ± 0.20 (stat) ± 0.03 (syst).
(1.67)

while Belle measures,

ACP = −0.05 ± 0.14 (stat) ± 0.05 (syst),
Seff

CP = +0.33 ± 0.35 (stat) ± 0.08 (syst),
(1.68)

with an increased data sample of 535 million BB̄ pairs [46].
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1.9 Thesis Outline

The goal of this thesis is to present a measurement of CP asymmetries in the B0 → K0π0

decay.

We have introduced the theoretical framework and physics motivation in this chapter. In
Chapter 2, we describe the experimental apparatus of the KEK B-factory including the
accelerator and each component of the Belle detector. The event selection procedure is
explained in Chapter 3. The measurement of the branching fraction of B0 → K0π0 decays
are described in Chapter 4. In Chapter 5, we explain in detail the method of extracting the
CP asymmetries and show the results. Chapter 6 is devoted to the discussion of our results.
Finally, the conclusion of this thesis is given in Chapter 7.
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Chapter 2

The Belle Experiment

2.1 Overview

The Belle experiment is one of two dedicated B physics experiments in the world and is
located at the High Energy Accelerator Research Organization (KEK), Tsukuba, Japan.
The BaBar experiment is performed at the Stanford Linear Accelerator Center (SLAC),
California, USA. The B-factory at KEK consists of two separate entities, the KEKB e+e−

collider and the Belle detector. We describe both of them in this chapter2.

2.2 The KEKB Collider

The KEKB accelerator [47], which was commissioned in December 1998, is designed to
produce large numbers of BB̄ pairs by colliding electrons and positrons of asymmetric energy.
It consists of two storage rings, an 8 GeV electron high energy ring (HER) and a 3.5 GeV
positron low energy ring (LER). The two storage rings are side by side, 11 m underground
and have a circumference of roughly 3 km. There is only one crossing point where the
e+e− collision takes place, known as the interaction point (IP). A linear accelerator (Linac)
accelerates the electrons and positrons to their required energies and inject them into their
respective storage ring. Figure 2.1 shows a schematic of the KEKB collider.

Electrons and positrons are kept in bunches around the storage ring. There are approximately
1000 bunches in each ring which corresponds to a bunch separation of around 3.0 m. The
electrons and positrons collide with a finite crossing angle of ±11 mrad to avoid the parasitic
interactions of bunches near but not at the IP. A depiction of the finite crossing angle is
shown in Fig. 2.2.

The centre-of-mass energy at the collision point is
√
s = 10.58 GeV, which coincides with

the mass of the Υ(4S) resonance. This is a convenient choice because the Υ(4S) decays to a
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Figure 2.1: The KEKB collider.

Figure 2.2: The finite crossing angle.
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Figure 2.3: The KEKB luminosity history.

BB̄ pair more than 96% of the time [48]. The mass of the B meson is almost half the Υ(4S)
mass, meaning that it will be produced roughly at rest in the Υ(4S) rest frame.

The advantage of the asymmetric collider is that the B mesons receive a Lorentz boost,
βγ = 0.425, in the laboratory frame along the direction of the beam line, thus simplifying
the kinematics of the BB̄ pair to one-dimension. The boost also gives the B mesons a
mean flight length of about 200 µm in the laboratory frame making it feasible with current
technology to measure a separation between the decay points of the BB̄ pair. This allows
the time difference between B mesons decays to be calculated, ∆t ∼ ∆z/βγc, which was
shown in §1.4.3 to be useful in extracting time-dependent CP information.

The design luminosity of the KEKB collider was L = 1.0× 1034 cm−2s−1, which corresponds
to an approximate production rate of 10 BB̄ pairs per second. As of November 2006, we have
well exceeded this design luminosity with the world record of L = 1.7118 × 1034 cm−2s−1,
and our accumulated luminosity is now greater than 800 fb−1 and the number of BB̄ pairs
recorded at Belle has exceeded 9× 108. The KEKB luminosity history is shown in Fig. 2.3.
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Figure 2.4: Cut-away view of the Belle detector.

2.3 The Belle Detector

The Belle detector is a large solid-angle magnetic spectrometer that can detect the following
final state particles,

Charged particles: K±, π±, e±, p±, µ±

Neutral particles: γ, K0
L.

Since a B meson will ultimately decay to some combination of these final state particles
most of the time, it is important that these particles can be detected and identified with
high efficiency. For a time-dependent CP analysis, it is also imperative that the tracks they
leave can be used to measure a vertex position with great precision.

The Belle detector was designed to achieve this task with many sub-detectors as shown in
Fig. 2.4, and is placed asymmetrically around the IP because of the direction of the boost
which is better seen in Fig. 2.5. The following sections describe the various sub-detectors
and further details can be found in Ref. [49].

Now we describe the Belle coordinate systems used in this thesis. In Cartesian coordinates,
ẑ is defined as being the direction opposite the positron beam line, ŷ is vertically upwards,
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Figure 2.5: Side view of the Belle detector.

and x̂ is in the direction of the cross product, x̂ = ŷ × ẑ. Cylindrical coordinates are also
used. The radius, r =

√

x2 + y2, is defined in the x − y plane, θ is the polar angle from
the z-axis, and φ is the azimuthal angle around the z-axis. This definition of the coordinate
system is illustrated in Fig. 2.6.

2.3.1 Beampipe

Although not part of the Belle detector, the beampipe around the IP is the first piece of
material through which particles must traverse before reaching the detector. Since Coulomb

ŷ
x̂

ẑ

θ e+ r φ

y

x

Figure 2.6: Coordinate systems of the Belle detector.
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Figure 2.7: Side view and cross section of the beampipe used for accumulation the first
152 × 106 BB̄ pairs.

scattering affects track resolution, it is important to minimise the impact of the beampipe
on particle trajectories by choosing a thin material with low atomic number. In addition,
track quality is reduced as the detector is further removed from the IP. So the diameter of
the beampipe must also be as small as possible.

With these considerations in mind, a beryllium beampipe was chosen. The beampipe is a dual
layer cylinder whose radii are 20.0 mm and 23.0 mm respectively, where each cylinder has a
0.5 mm thickness. The 2.5 mm gap between the cylinders is used as a helium gas channel
which acts as a coolant. This prevents overheating induced by the beam and minimally
interferes with tracks due to its low Z number. The outer layer is covered with a 20 µm
thick gold sheet to reduce low energy X-ray background from the HER. The total thickness
of the beampipe corresponds to 0.9% of a radiation length.

After the first 152×106 BB̄ pairs were accumulated, the innermost detector was redesigned,
placing it closer to the IP. The radius of the inner cylinder of the current beampipe is now
15.0 mm. Fig. 2.7 shows the design of the original beampipe.

2.3.2 Silicon Vertex Detector

The Silicon Vertex Detector (SVD) is the most important detector in the time-dependent CP
analysis as it is responsible for precise measurement of B vertex positions. This is achieved
via the high spatial resolution of the SVD.

The SVD is the innermost detector and consists of three concentric cylindrical layers of
silicon sensors which cover the polar angle, 23◦ < θ < 139◦. This corresponds to 86% of the
solid angle. The radii of the innermost, middle, and outermost layers are 30.0, 45.5 and 60.5

26



n bulk

strip+n

strip+p

electron

hole

stopp-

Figure 2.8: DSSD schematic.

mm, consisting of 8, 10 and 14 ladders, respectively.

Each ladder is made up of two half-ladders that are joined by a support structure but are
electrically independent of each other. A long half-ladder contains two double sided silicon
strip detectors (DSSD) and a hybrid unit which processes signals from the DSSD. A short
half-ladder contains a DSSD and a hybrid unit. The innermost layer consists of two short
half-ladders, the middle layer consists of a short and long half-ladder and the outermost-layer
ladder consists of two long half-ladders.

The DSSD, manufactured by Hamamatsu Photonics, was originally developed for the DEL-
PHI detector [50]. Its dimensions are 57.5 × 33.5 mm2, with a thickness of 300 µm. Each
DSSD consists of 1280 sense strips and 640 readout pads on both sides. One side of the
DSSD (n-side) has its n+ sense strips, each separated by 42 µm, oriented perpendicular to
the beam direction to measure the z coordinate. The p+ sense strips, each separated by
25 µm, on the other side (p-side) are oriented longitudinally which allows the r− φ position
to be measured.

A DSSD is basically a pn junction. A bias of 75V is supplied to the n-side, while the p-side is
grounded. The n+ strips are interleaved by p+ implants (p-stops) to electrically separate the
consecutive strips. A charged particle passing through the n bulk silicon creates electron-
hole pairs. The electrons and holes drift to their corresponding biased side of the DSSD
potentially making a 2-dimensional hit signal. On the n-side, adjacent strips are read out
by a single channel, giving an effective strip separation of 84 µm. On the p-side, every other
strip is connected to a readout channel. Charge collected by the floating strips in between is
read from adjacent strips by capacitive charge division. A schematic of the DSSD is shown
in Fig. 2.8.

As mentioned in the previous section, §2.3.1, a redesigned SVD was installed after 152× 106

BB̄ pairs were accumulated. The SVD already described is called SVD1 and was replaced
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Figure 2.9: The top (bottom) schematic shows the SVD1 (SVD2) geometry.

with the 4-layer SVD2. Among the several improvements were that the angular acceptance
of SVD2 was increased to 17◦ < θ < 150◦, and the innermost layer was moved 1.0 cm closer
to the IP to a radius of 2.0 cm. The fourth layer is accommodated by redesigning the inner
region of the CDC. Fig. 2.9 shows the geometry of the SVD and Table 2.1 shows the number
of ladders in each layer and the number of DSSDs in each half-ladder.

We estimate the performance of the SVD with two quantities. One is the SVD-CDC track
matching efficiency which is defined as the probability that a CDC track passing through
the SVD acceptance has associated SVD hits in at least two layers, and at least one 2-D hit.
The CDC is the next innermost detector after the SVD and will be described later. The
average matching efficiency is better than 98.7%.

The second estimate of SVD performance is the impact parameter resolution of tracks with
associated SVD hits. The impact parameter is the distance of closest approach to the IP
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Layer # Ladders # DSSDs in forward/backward half-ladder
1 6 1/1
2 12 1/2
3 18 2/3
4 18 3/3

Table 2.1: Number of ladders in each layer and number of DSSDs in each half-ladder of
SVD2.
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Figure 2.10: Impact parameter resolution of charged tracks with associated SVD hits from
cosmic ray data. In the left plot, p̃ ≡ pβ sin3/2 θ, and in the right plot, p̃ ≡ pβ sin5/2 θ.

and its resolution is measured as a function of the track’s momentum, p, and polar angle, θ.
For SVD1,

σxy = 19.2 ⊕ 54.0

pβ sin3/2 θ
µm, σz = 42.2 ⊕ 44.3

pβ sin5/2 θ
µm, (2.1)

while for SVD2,

σxy = 21.9 ⊕ 35.5

pβ sin3/2 θ
µm, σz = 27.8 ⊕ 31.9

pβ sin5/2 θ
µm, (2.2)

where ⊕ indicates a quadratic sum. For a time-dependent CP analysis, the z-separation
between B vertices must be measured with a precision of about 100 µm. Figure 2.10 shows
the momentum and angular dependence of the impact parameter resolution.

2.3.3 Central Drift Chamber

The Central Drift Chamber (CDC) is a charged particle tracking system that measures track
momenta from their curvature in the magnetic field induced by the solenoid magnet. The
CDC also measures dE/dx of charged tracks to provide particle identification information.
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A charged particle moving through a constant magnetic field will follow the path of a helix
which is defined by five parameters. The first is the curvature of the helix which gives the
transverse momentum, pT , and the second gives the pitch which is related to the longitudinal
momentum, pL. The other three give the impact parameters.

The inner side of the CDC is not encased with aluminium like the outer edges. By minimising
the amount of material in the way, good tracking efficiency can be maintained even for low-
pT tracks. The CDC coverage is 17◦ < θ < 150◦ which corresponds to 92% of the solid-angle.
Figure 2.11 shows the geometry of the CDC.

The CDC is filled with a gas consisting of 50% helium and 50% ethane. The low-Z gas
mixture is useful for minimising multiple Coulomb scattering to ensure a good momentum
resolution, especially for low momentum tracks. The CDC contains a total of 8400 drift cells.
A drift cell is made up of eight negatively biased field wires providing an electric field which
surrounds a positively biased sense wire. The CDC cell structure is shown in Fig. 2.12.

When a charged particle passes through a drift cell, electrons are dislodged from the gas
and drift towards the sensor wire. In the final 1 mm, the electric field increases as 1/r.
This accelerates the electrons sufficiently to cause secondary ionisation which, in turn, cause
further ionisation resulting in a cascade of charge. This process, called gas amplification,
increases the signal by a factor in excess of 106. Before amplification, the electrons have a
specific drift velocity, so the measured pulse height and drift time are related to the energy
deposit, dE/dx, and distance from the sense wire. Roughly half the wires are oriented
parallel to the z-direction (axial) to provide pT information while the remaining wires are
oriented at a small angle, ±50 mrad, to the z-direction (stereo) to give pL.
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Figure 2.12: CDC cell structure.

The pT resolution of the CDC is given by

σ(pT ) =

(

0.28pT ⊕ 0.35

β

)

%, (2.3)

and this is improved with SVD information,

σ(pT ) =

(

0.19pT ⊕ 0.30

β

)

%. (2.4)

The typical pT resolution is shown in Fig. 2.13.

Figure 2.14 shows a scatter plot of the measured dE/dx as a function of the particle mo-
mentum. Separation between pions, kaons, protons and electrons can clearly be seen with
particle momenta below 1 GeV/c. Now that the behaviour of particles with different mass
have shown distinct characteristics in dE/dx, we can perform particle identification on an
unknown track that traverses the CDC. The χ2 for a given track, with each mass hypotheses,
i, is constructed as

χ2
i ≡ (dE/dx)Meas − (dE/dx)Exp

i

σ(pT )Exp
i

, (2.5)

which compares measured with expected values. The likelihood that the charged track is of
mass, i, is calculated assuming a Gaussian distribution,

Li =
e−

1
2
χ2

i

√
2πσ(pT )i

. (2.6)

31



Figure 2.13: The pT dependence of the pT resolution using cosmic ray data.

Figure 2.14: dE/dx vs momentum taken from collision data.
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Figure 2.15: ACC geometry.

2.3.4 Aerogel C̆erenkov Counter

The function of the Aerogel C̆erenkov Counter (ACC) is to provide particle identification
information to distinguish charged kaons from charged pions in the high momentum range
of 1.0 to 4.0 GeV/c. C̆erenkov radiation is emitted when the velocity of a charged particle
in a medium exceeds the speed of light in the same medium,

n >
1

β
=

√

1 +

(

m

p

)2

, (2.7)

where m and p are the mass and momentum of the particle, and n is the refractive index of
the material. Thus, we can distinguish kaons from pions and electrons by selecting a material
in which pions will emit C̆erenkov light, but heavier kaons will not.

The ACC can be divided into two regions, the barrel and the forward endcap. The barrel
consists of 960 counter modules separated into sets of 60 in the φ direction. There are 228
modules that occupy the forward endcap in 5 concentric layers. Each counter is arranged in
such a way that it points towards the direction of the IP. Fig. 2.15 shows the geometry of
the ACC.

A counter module consists of silica aerogel encased in an aluminium box of roughly 12 ×
12 × 12 cm3 in size. One or two photomultiplier tubes capable of operating in the 1.5 T
magnetic field are attached to the sides of each box to detect light pulses. The refractive
indices of the silica aerogel blocks are selected to maintain good kaon/pion separation over
the kinematic range stated earlier. For the barrel modules, silica aerogel with five different
refractive indices, n = 1.010, 1.013, 1.015, 1.020 and 1.028, are used depending on the polar
angle. Silica aerogel with n = 1.030 is used in the forward endcap modules, to encompass
lower momentum particles. This is because the TOF, designed for particle identification
with low momentum particles and the next sub-detector in line, is not present in the endcap.
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Figure 2.16: Pulse height in units of photo-electrons observed in the ACC barrel for kaons
and pions in different regions of the ACC as labelled in Fig. 2.15.

Figure 2.16 shows the measured pulse height distributions in the ACC barrel for π± and
K± candidates from D∗± decays. There is good agreement between data and Monte Carlo
simulation and a clear separation between kaons and pions can be seen. Of course, the ability
of the ACC to distinguish between particles is not perfect. This can also be seen where the
kaon and pion pulses slightly overlap.

The ACC is a threshold device, so basically acts as an on/off detector. The observed number
of photo-electrons, N(PE)Meas, is compared with NThr

i , the momentum-dependent expected
minimum number of photo-electrons for each particle type. The likelihood that an unknown
track is of type, i, is given by,

Li =

{

ǫExp
i if N(PE)Meas ≥ N(PE)Thr

i

1 − ǫExp
i if N(PE)Meas < N(PE)Thr

i

(2.8)

where the expected efficiencies, ǫExp
i , are determined from simulation studies.

2.3.5 Time of Flight Counter

The Time of Flight Counter (TOF) gives particle identification information to distinguish
charged kaons from pions in the low momentum region, below 1.2 GeV/c. The particle mass,
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m, can be determined from its relation to the measured elapsed time from collision at the
IP, and is expressed as,

T =
L

cβ
=
L

c

√

1 +

(

m

p

)2

(2.9)

where p is the momentum of the track and L is the flight length.

The TOF sub-detector consists of plastic scintillation counters attached to photomultiplier
tubes and has a timing resolution of 100 ps. The TOF also provides fast timing signals for
the data acquisition trigger system. To sustain a fast trigger rate in any beam background
condition, thin trigger scintillation counters (TSC) are placed just before the TOF counter.
A TOF module consists of two TOF counters and one TSC counter, a schematic of which is
shown in Fig. 2.17.

In total, there are 64 TOF modules located in the barrel region at a radius of 1.2 m from
the IP, covering a polar angle of 34◦ < θ < 120◦. The TOF provides separation between
kaons, pions and protons in the momentum region below 1.2 GeV/c. Figure 2.18 shows the
mass distribution obtained from TOF measurements. The data points are consistent with
the simulation prediction that assumes a time resolution of 100 ps. Figure 2.19 shows the
K/π separation performance as a function of the particle’s momentum.

A χ2 value from TOF hit information is calculated by measuring the time interval between
hits in the TSC and TOF counters and comparing this with the expected time a particle of
type, i, with known momentum would take to travel through the detector. The likelihood is
given by

Li =
e−

1
2
χ2

i

∏ndf
j=1

√
2πσj

, (2.10)

where ndf is the number of photomultiplier time intervals included in the calculation of χ2
i ,
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Figure 2.18: Mass distribution from TOF measurements for particle momenta below 1.2
GeV/c.

Figure 2.19: K/π separation performance of the TOF as a function of the particle’s momen-
tum.
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Figure 2.20: ECL geometry.

and σj is the timing resolution.

2.3.6 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECL) serves to identify electrons and photons by mea-
suring electromagnetic showers. Electrons in this analysis are required for flavour tagging
while photons are needed for the reconstruction of π0.

The ECL consists of 8736 thallium-doped (Tl) CsI crystal counters. The CsI(Tl) crystal has
a tower shape and is 30 cm long, which corresponds to 16.2 radiation lengths. Each CsI(Tl)
crystal is arranged so that it points towards the IP. The barrel component has 6624 crystals
divided into 46 in θ and 144 in φ. The forward (backward) endcap has 1152 (960) crystals
divided into 13 (10) in θ and 48− 144 (64− 144) in φ depending on θ. The geometry of the
ECL is shown in Fig. 2.20.

When an electron or photon hits a crystal, its energy is deposited in electromagnetic showers
produced by bremsstrahlung and pair production. Other charged particles deposit a small
amount of energy by ionisation. Therefore, the ratio of the cluster energy measured by the
ECL to the momentum of the charged track momentum as measured by the CDC, E/p, is
close to unity for electrons and lower for other particles. In this way, electron identification
can be performed.
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Figure 2.21: Energy and position resolutions of the ECL as a function of the incident photon
energy deposit.

The energy resolution of the ECL is given by

σE

E
=

(

1.34 ⊕ 0.066

E
⊕ 0.81

E1/4

)

%, (2.11)

and the position resolution is

σPos =

(

0.27 +
3.4

E1/2
+

1.8

E1/4

)

mm, (2.12)

where E is in units of GeV. Figure 2.21 shows the energy and position resolution of the ECL.

2.3.7 Solenoid Magnet

The superconducting solenoid provides a magnetic field of 1.5 T, that bends charged particles
in a helix from which track momentum can be measured in the CDC. The superconduct-
ing coil consists of a single layer niobium-titanium-copper alloy embedded in a high purity
aluminium stabiliser. The coil is wound around the inner surface of an aluminium support
cylinder of 3.4 m in diameter and 4.4 m in length. Cooling is provided by circulating liquid
helium through a tube on the inner surface of the aluminium cylinder. Figure 2.22 shows
the layout of the superconducting solenoid.
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Figure 2.22: The left figure shows outlook of the solenoid and the right shows a cross sectional
view of the coil in units of mm.

2.3.8 K0
L and Muon Detector

The K0
L and muon detector (KLM) provides muon identification for charged particles with

enough momentum to reach the KLM, PT > 0.6 GeV/c. It can also detect the neutral
K0

L. Since these are highly penetrative particles, a lot of material is needed to detect them
efficiently.

The KLM consists of alternating layers of charged particle detectors and 4.7 cm thick iron
plates. There are 15 resistive plate counter (RPC) superlayers and 14 iron layers in the
barrel region and 14 RPC superlayers in each endcap, covering the polar region, 20◦ < θ <
155◦. The iron layers also serve as a return yoke for the magnetic flux provided by the
superconducting solenoid. The KLM barrel part of the iron yoke is shown in Fig. 2.23. Each
RPC superlayer consists of two RPC modules to provide 2-dimensional θ − φ information.
The cross section of an RPC superlayer is shown in Fig. 2.24.

Hadrons interacting with the iron plates produce a shower of ionising particles that are
detected by the RPC layers. The result is a cluster of hits deposited in the KLM. A K0

L

candidate can be distinguished from another charged hadron because it will not leave an
associated track in the CDC. A muon, on the other hand, does leave a charged track in the
CDC. However, muons can still be distinguished from charged and neutral hadrons because
they do not feel the strong interaction. Hadrons are more rapidly absorbed and deflected by
strong interactions with iron resulting in wide clusters and are stopped within a few layers
of iron. Muons only experience electromagnetic multiple scattering and energy loss, so their
clusters tend to be thinner and they have far greater penetration depth.
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Figure 2.23: KLM geometry in units of mm.

Figure 2.24: Cross section of an RPC superlayer.

40



Figure 2.25: An overview of the Belle trigger system.

2.4 Trigger and Data Acquisition

The role of the trigger system is to distinguish and record the interesting physics events
from the enormous amount of background that enters the detector, using fast signals from
the sub-detectors. Because of the high beam current of the KEKB accelerator, the trigger
suffers severe beam background, and since the rates of beam background are very sensitive
to real-time accelerator conditions, it is difficult to estimate reliably. For this reason, the
trigger system is required to be flexible so that background rates can be kept within the
tolerance of the data acquisition system. Redundant triggers are also needed to keep the
high trigger efficiency for interesting physics events.

The Belle trigger system consists of the Level-1 hardware trigger and the Level-3 software
trigger which operate in real-time. The Level-4 trigger and event reconstruction and classifi-
cation is performed offline. A flow diagram of the Belle trigger system is shown in Fig. 2.25.

The Level-1 trigger consists of the sub-detector trigger systems and the central trigger system
called the Global Decision Logic (GDL). The sub-detector trigger systems are categorised
into two: track triggers and energy triggers. The CDC and TOF are responsible for charged
track trigger signals while the ECL provides triggers based on the total energy deposit. The
KLM provides additional trigger signals for muons. A schematic of the Belle Level-1 trigger
system is shown in Fig. 2.26.

These are four main sub-triggers in the GDL, the two track trigger, the three track trigger,
the cluster number trigger and the energy sum trigger. The two track trigger requires two
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Figure 2.26: The Belle Level-1 trigger system.

tracks with an opening angle greater than 135◦. At least one track must have z information
and a minimum of 2 hits in the TOF. The three track trigger is similar to the two track
trigger, but no opening angle condition is required. At least three hits in the inner tracking
sub-detectors are required. The cluster number trigger requires at least 4 isolated clusters
in the ECL. The energy sum trigger requires at least 1 GeV of energy deposited in the ECL.

The GDL combines the sub-detector trigger signals and makes the final decision to initiate
a Belle-wide data acquisition (DAQ) within 2.2 µs of the beam crossing. The typical trigger
rate is 200-250 Hz. With redundant triggers in place, the trigger efficiency for BB̄ events is
greater than 99.5%.

The performance goal of the DAQ is to be operational at a maximum trigger rate of 500 Hz,
while keeping the dead time fraction to less than 10%. In order to achieve this, the entire
DAQ system is divided into seven sub-systems running in parallel. An event builder combines
the signals from sub-detectors into a single event and passes it to an online computer farm.
The online computer performs a basic track and cluster reconstruction and further rejects
unwanted events with the Level-3 trigger. The remaining events are sent to a computer
centre for offline processing. A schematic of the Belle DAQ system is shown in Fig. 2.27.

The Level-4 trigger is applied first during offline processing. Events must have at least one
track originating from the IP, dr < 1.0 cm and |dz| < 4.0 cm, with pT > 300 MeV/c. Events
passing the Level-4 trigger undergo full event reconstruction. Tracks are reconstructed with
hits in the CDC, then these tracks are extrapolated towards the IP to search for associated
SVD hits. They are also extrapolated outwards to search for hits in the outer detectors.
Thus, 4-vectors and particle identification likelihoods can be assigned. Clusters in the ECL
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Figure 2.27: The Belle DAQ system.

are also reconstructed to form photons. This information along with many other calculated
variables are stored in a format available to collaborators for analysis.

We close with a picture of a B0 → J/ψK0
S candidate in the Belle detector, a culmination of

all the detectors and procedures described in this chapter shown in Fig. 2.28.
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Figure 2.28: A B0 → J/ψK0
S candidate in the r − φ plane.
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Chapter 3

Event Selection

3.1 Overview

In this chapter, we first describe the event pre-selection procedure to isolate BB̄ events

produced in the chain, e+e−→Υ(4S)→B0B
0
. Then we explain the reconstruction procedure

for the BRec→K0π0 decay.

In this analysis, we reconstruct the signal mode B0 → K0
Sπ

0 and two control samples B+ →
K0

Sπ
+ and B+ → K+π0.

Control samples provides a valuable cross checks for the signal mode of interest and serve for
two purposes. If the analysis of a control sample can produce expected results, this inspires
confidence in the analysis procedure of the signal mode. In addition, since the control
sample has many similarities to the signal mode, it may even aid in the extraction of physics
parameters. The branching fraction measurement will be checked with the B+ → K+π0

control sample while the CP measurement will be checked against the B+ → K0
Sπ

+ control
sample.

3.2 Data Sample

This analysis is performed on a data sample containing an integrated luminosity of 605 fb−1

which corresponds to 657× 106 BB̄ pairs accumulated at the Υ(4S) resonance by the Belle
detector. SVD1 was used for the first sample of 152 × 106 BB̄ pairs, while SVD2 was used
to record the remaining 505 × 106 BB̄ pairs.
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3.3 Event Pre-selection

3.3.1 BB̄ Event Selection

Electron-positron colliders operating at the Υ(4S) resonance do not always produce BB̄
events. In fact, the cross section is dominated by non-BB̄ events, the most common of
which is e+e− (Bhabha) scattering. Also present are radiative Bhabha, other lepton pair
production, e+ e− → l+ l−, where l = µ, τ , two-photon events, e+ e− → γγ, and beam-gas
interactions. Non-BB̄ hadronic events may also be produced and occur when, e+ e− → qq
where q = u, d, s, c represents the light quarks and is known as continuum. This section
discusses the suppression of these backgrounds.

3.3.2 Non-Hadronic Event Suppression

A standard set of selection criteria was devised to suppress non-hadronic non-BB̄ events [51].

At least three “good” charged tracks must exist where a “good” charged track is defined as
having ptrack > 0.1 GeV/c, dr < 2.0 cm and |dz| < 4.0 cm, where ptrack is the transverse
momentum and dr |dz| are impact parameters which describe the distance of the closest
approach to the e+e− interaction point (IP).

At least two “good” neutral clusters must be observed in the barrel region of the ECL where
a “good” neutral cluster has Ecluster > 0.1 GeV and −0.7 < cos θ < 0.9, where Ecluster is the
energy deposit and θ is the polar angle.

The sum of momentum magnitudes in the z-direction calculated in the Υ(4S) rest frame,
pCMS

z , must be less than half the total available energy,
√
s,

∑

|pCMS
z | ≤ 0.5

√
s and the

primary event vertex calculated from the “good” charged tracks must satisfy dr < 1.5cm
and |dz| < 3.5 cm.

Assuming the pion mass for “good” charged tracks, the total visible energy in the Υ(4S) rest
frame, ECMS

vis , should be ECMS
vis > 0.18

√
s. The total energy of “good” neutral clusters in the

Υ(4S) rest frame, ECMS
cluster, has to be inside 0.1

√
s <

∑

ECMS
cluster < 0.8

√
s. The invariant mass

of particles in each hemisphere defined as perpendicular to the boost, Mjet, must satisfy,
Mjet > 1.8 GeV/c2.

These selection criteria retain more than 99 % ofBB̄ events while reducing the contamination
from non-hadronic processes to less than 5 %.
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3.4 Particle Identification

Pions and kaons cannot be distinguished unambiguously by the Belle detector. However, the
sub-detectors are able to provide a likelihood that a charged track is a kaon given that the
track is hypothesised to be a pion,

P(K : π) =
LK

LK + Lπ

, (3.1)

where Pi (i = K, π) is the product of the likelihoods that the particle is of type i and is
calculated as,

Li = LCDC
i × LTOF

i ×LACC
i , (3.2)

where each component, LDET
i , is the likelihood that the particle is of type i in their respective

sub-detectors defined in Eq. (2.6), Eq. (2.10) and Eq. (2.8).

Figure 3.1 shows an example distribution of the likelihood ratio, P(K : π), for charged
tracks. The left half contains the region where the track is most likely to be a pion and on
the right side, the track is most likely a kaon. The peaks at the extremities demonstrate
that most tracks can be clearly identified. A non-intuitive feature is the spike that occurs at
P(K : π) = 0.5 which arises because the likelihood, LDET

i , is set to 0.5 when a sub-detector
cannot identify a track.

)πP(K:
0 0.2 0.4 0.6 0.8 1

A
rb

it
ra

ry

Figure 3.1: PID likelihood ratio, P(K : π), on a logarithmic scale.

3.5 Kinematic Fit

Kinematic fitting reduces the effects of detector resolution which can be used to improve the
mass resolution and determine the decay vertex of a candidate particle. There are two types
of kinematic fitting used in this analysis: mass-constrained fitting and vertex-constrained
fitting.

In the mass-constrained fitting, the invariant mass of the candidate, Mcand, is set to the known
mass and the momentum of its daughters are re-calculated. The underlying motivation for
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vertex-constrained fitting is that the tracks used to reconstruct a candidate may not pass
through the same point. The Mcand decay vertex is obtained by tuning the momentum and
position of each daughter according to its measurement errors so that all tracks pass through
a single point. An illustration of this procedure is shown in Fig. 3.2.

The fitting technique is based on the least square method using the Lagrange multiplier
method and is described at length in [52]. A measure of the goodness-of-fit is the χ2 of the
vertex reconstruction which is defined as,

χ2 ≡ ~λTV −1
D
~λ, (3.3)

where ~λ is difference in track parameters before and after the vertex reconstruction, and VD

is the error matrix of ~λ.

Figure 3.2: Schematic of a vertex-constrained fit.

In this analysis, we use mass-constrained kinematic fitting for the π0 mass reconstruc-
tion (§3.6) and vertex-constrained fitting to determine the vertex of the K0

S (§3.7) and both
B mesons (§5.2).

3.6 π0 Reconstruction

The π0 is reconstructed from two photons as π0 → γγ and undergoes mass-constrained
fitting. The variables which discriminate real π0 mesons from combinatorial background
are the daughter photon energies, Eγ, the invariant mass of the π0 candidate before mass-
constrained fitting, m(γγ), the mass-constrained goodness-of-fit χ2 and the angle between
the π0 momentum in the B meson rest frame and the photon momentum in the π0 rest
frame, θ∗. Figure 3.3 shows a typical m(γγ) distribution.

We select π0 candidates requiring the following selection criteria: Eγ > 0.05 GeV in the
barrel region, Eγ > 0.10 GeV in the endcaps, χ2 < 50, cos θ∗ < 0.95 and 0.115 GeV/c2 <
m(γγ) < 0.152 GeV/c2.
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Figure 3.3: An invariant mass distribution of π0.

3.7 K0
S Reconstruction

The K0
S is reconstructed from a charged pion pair, K0

S → π+π−, and a vertex-constrained
fit is performed. Besides the reconstructed K0

S mass, m(π+π−), which is shown in Fig. 3.4,
a set of four variables described in Table 3.1 are used to optimise K0

S quality. A standard

Table 3.1: Variables for K0
S optimisation.

dr The smaller of dr1 and dr2, the shortest distance between the
two K0

S daughter tracks and the IP
dφ The azimuthal angle between the momentum vector and decay

vertex vector of a K0
S candidate

z dist The distance between the two K0
S daughter tracks at their point

of interception
fl The flight length of a K0

S candidate in the x− y plane

set of selection criteria based on these four variables, called the “goodKs”, were created
to significantly enhance K0

S purity and are summarised in Table 3.2. The effects of these
requirements are discussed further in [53].

The K0
S → π+π− channel is reconstructed and subject to the “goodKs” selection and the

mass window, 0.480 GeV/c2 < m(π+π−) < 0.516 GeV/c2.

Table 3.2: The “goodKs” selection criteria.

Momentum (GeV/c) dr (cm) dφ (rad) z dist (cm) fl (cm)
< 0.5 > 0.05 < 0.30 < 0.8 −

0.5 − 1.5 > 0.03 < 0.10 < 1.8 > 0.08
> 1.5 > 0.02 < 0.03 < 2.4 > 0.22
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Figure 3.4: An invariant mass distribution of K0

S.

3.8 Reconstruction of B mesons

The reconstructed B meson, BRec, is not characterised by its invariant mass unlike other
reconstructed particles. From 2-body kinematics, the energy of BRec in the centre-of-mass
system (CMS), ECMS

B , must be half the total energy of the e+e− system in the same frame,
ECMS

beam. With this constraint, the B meson is described by two kinematic variables defined
as,

Mbc ≡
√

(ECMS
beam)2 − (pCMS

B )2,

∆E ≡ ECMS
B −ECMS

beam.

(3.4)

The variable, Mbc, is known as the beam-constrained mass and has much better resolution
than the reconstructed B mass, thus providing better separation of signal and background.
The energy difference, ∆E, should peak around zero for correctly reconstructed B mesons.
Examples of the distributions of Mbc and ∆E using simulated B0 → K0

Sπ
0 events are shown

in Fig. 3.5.

3.9 Continuum Background Suppression

Continuum background can be suppressed with criteria that utilise the event shape differ-
ences between the BB̄ and continuum background. Continuum events produce light mesons
with high momentum which tend towards a jet-like shape while BB̄ events are more spher-
ical in shape as shown in Fig. 3.6. Event shape variables can be constructed from modified
Fox-Wolfram moments divided into three components: a component including only particles
belonging to the reconstructed candidate, a component including particles other than the
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Figure 3.5: Mbc and ∆E distributions using simulated B0 → K0
Sπ

0 events.

reconstructed candidate, and a component including all particles. They are defined as,

RRec
n ≡

∑

i,j |~pi||~pj|Pn(cos θij)
∑

i,j |~pi||~pj|
,

RTag
n ≡

∑

i,j |~pi||~pj|Pn(cos θij)
∑

i,j |~pi||~pj|
,

RAll
n ≡

∑

i,j |~pi||~pj|Pn(cos θij)
∑

i,j |~pi||~pj|
,

(3.5)

where |~p| indicates the particle momentum evaluated in the CMS, Pn is an n-th order Leg-
endre polynomial, the indices i, j enumerate over all particles in their respective categories
and θij is the angle between the momentum vectors. We do not use RRec

n because they are

strongly correlated with Mbc and ∆E. The moments RTag
1 , RTag

3 and RAll
1 are also not used

because they are correlated with Mbc [54].

We then introduce the Fisher discriminant [55], F , that is made of the following five variables
RTag

2 , RTag
4 , RAll

2 , RAll
3 and RAll

4 defined as,

F ≡
∑

n=2,4

αnR
Tag
n +

∑

n=2,3,4

βnR
All
n , (3.6)

where the coefficients αn and βn are determined by training the separation between the
BB̄ and continuum events. In addition, we include the cosine of the polar angle of the B
candidate in the CMS, cos θB which follows a (1− cos2 θB) distribution for BB̄ events, while
qq̄ events distribute uniformly. Figure 3.7 shows the different distributions of cos θB. These
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Figure 3.6: Schematically highlighting the topological differences between a BB̄ event and
a continuum event.
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Figure 3.7: An example of the cos θB distribution for BB̄ events (blue) and continuum events
(red).

two variables, F and cos θB, are combined to form a likelihood ratio, LS/B defined as

LS/B ≡ LBB̄

LBB̄ + Lqq̄
,

LBB̄ ≡ P F
BB̄ × P cos θB

BB̄
,

Lqq̄ ≡ P F
qq̄ × P cos θB

qq̄ ,

(3.7)

where PBB̄ (qq̄) is a probability density function of BB̄ (qq̄) events for F and cos θB. Figure 3.8
shows an example distribution of LS/B.
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Figure 3.8: An example LS/B distribution. The blue curve represents BB̄ events and the red
curve shows qq̄ events.

3.10 B meson Selection Criteria

3.10.1 B0
→ K0

Sπ0

We reconstruct B0 → K0
Sπ

0 events using reconstructed K0
S and π0 candidates. We select

BRec candidates requiring 0.3 < LS/B, which retains ∼ 90.7% of the signal while rejecting
∼ 70.5% of the continuum background.

Signal events are described by the variables, Mbc, ∆E and LS/B for which the following
spaces are defined:

the Variable space,

5.20 GeV/c2 < Mbc < 5.30 GeV/c2,

−0.30 GeV < ∆E < 0.20 GeV, and

0.3 < LS/B;

the Signal region,

5.27 GeV/c2 < Mbc < 5.29 GeV/c2,

−0.15 GeV < ∆E < 0.1 GeV, and

0.3 < LS/B;

the Sideband region,

5.20 GeV/c2 < Mbc < 5.26 GeV/c2,
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0.05 GeV < ∆E < 0.2 GeV, and

0.3 < LS/B.

Due to the combinatorial nature of reconstruction, more than one BRec candidate per event
is a possibility. The multiplicity of BRec candidates is ∼ 1.007 events in BRec variable space
and is illustrated in Fig. 3.9. However, as there can be only one reconstructed B0 → K0

Sπ
0

per event, it is necessary to devise best B candidate selection criteria. For the case where
B candidates were reconstructed from different π0’s, the BRec candidate with the lowest χ2

for the π0 mass-constrained fit is chosen. Otherwise, in the case of different K0
S candidates,

the BRec candidate is selected at random. After the best candidate selection, the fraction
of mis-reconstructed events is estimated to be ∼ 20%, which is estimated from Monte Carlo
simulation, and is almost completely dominated by fake π0.

1

10

10 2

10 3

10 4

0 0.5 1 1.5 2 2.5 3 3.5 4

B candidates

Figure 3.9: The number of BRec candidates per event.

Figure 3.10 shows the distribution of LS/B vs Mbc, in which clear separation between sig-
nal and background events can be seen. The next chapter will describe how the different
contributions to this plot are modelled in order to extract the signal yield.

3.10.2 B+
→ K+π0

Since the extraction of the signal yield of B0 → K0
Sπ

0 involves the kinematic variables, Mbc

and ∆E, whose shapes are largely influenced by the presence of the π0. A control sample
with higher statistics, similar topology and a prompt π0 is needed for which B+ → K+π0 is
a natural choice.

The selection criteria for B+ → K+π0 are kept as similar as possible to that of B0 → K0
Sπ

0.
The main difference is that the charged kaon is selected with a PID requirement, P(K : π) >
0.6.
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Figure 3.10: LS/B vs Mbc.

3.10.3 B+
→ K0

Sπ+

A second control sample will be needed for the time-dependent CP analysis which uses the
variable, ∆t. As ∆t is determined from a vertex using a K0

S pseudo-track, B+ → K0
Sπ

+ is
chosen as a higher statistics control sample with similar topology. Only the K0

S is used to
reconstruct the vertex of the control sample.

The main difference for the reconstruction of B+ → K0
Sπ

+ is that the prompt pion must
satisfy P(K : π) < 0.4 and that the best B candidate is selected at random if there are more
than one candidates.
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Chapter 4

Branching Fraction Measurement

4.1 Basic Formula

The branching fraction of a fully reconstructed B decay is given by

B =
NSig

ǫN(BB̄)
, (4.1)

where NSig is the signal yield, ǫ is the reconstruction efficiency and N(BB̄) is the number of
BB̄ events given in §3.2. Here we assume N(B+B−) = N(B0B̄0) and N(BB̄) = N(B+B−)+
N(B0B̄0). This chapter describes the procedures to obtain these parameters required to
calculate the branching fraction of B0 → K0

Sπ
0.

4.2 Calculation of N(BB̄)

The number of BB̄ pairs passing the event pre-selection criteria of §3.3.2, N(BB̄) is given
by

N(BB̄) = N(on) − acN(off), (4.2)

where N(on) is the number of events collected at the Υ(4S) resonance, N(off) is the number
of events collected off resonance, a is the scaling factor for on resonance to off resonance data
and c is the ratio of the continuum efficiency for on resonance and off resonance [56].

We calculate a using both barrel bhabha and dimuon events, a = Nll(on)/Nll(off), and take
the average of the two. We calculate c as c = ǫ(on)/ǫ(off), using simulated events.
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4.3 Reconstruction Efficiency

Simulated events, or Monte Carlo (MC), play an important role in forming an expectation
on how a decay will behave inside the Belle detector. This process of MC production occurs
in two stages. Firstly, the physical decay vectors are simulated with the EvtGen [57] package
according to some prescribed decay models. Secondly, the response of the Belle detector is
modelled with GEANT [58], a package designed to imitate the interactions between particles
and matter. GEANT takes each particle from EvtGen and traces its behaviour as it traverses
the detector and returns an event intended to resemble real detector output.

The probability of detecting a given decay is known as the reconstruction efficiency. In
its simplest form, the reconstruction efficiency can be determined from signal MC, ǫMC, as
the number of reconstructed events in variable space out of the total number of simulated
events. We generate samples of MC containing 1 000 000 signal events for SVD1 and SVD2.
The reconstruction efficiencies of each decay are summarised in Table 4.1 where correct
reconstruction was not a requirement.

Table 4.1: Reconstruction efficiency obtained from signal MC.

B0 → K0
Sπ

0 B+ → K+π0

SVD1 0.2182 ± 0.0005 0.3310 ± 0.0006
SVD2 0.2286 ± 0.0005 0.3362 ± 0.0006

Sometimes, a given reconstruction procedure may affect the detection efficiency of MC in a
different way to data. In such cases, it becomes necessary to introduce a correction factor
that scales a MC determined efficiency into one more appropriate for data. In general, the
correction factor for a reconstruction procedure, i, is the ratio,

ξCF(i) ≡ ǫData(i)

ǫMC(i)
(4.3)

and is usually obtained by a separate study. The corrected efficiency, ǫData, is simply the
efficiency taken from MC scaled by the product of each correction factor,

ǫData = ǫMC

∏

i

ξCF(i) (4.4)

Two methods used in B0 → K0
Sπ

0 reconstruction have associated correction factors, π0

reconstruction [59] and K0
S reconstruction [53]. These references provide lookup tables with

correction factors that depend on the momentum of the K0
S or π0.

The correction factors for π0 are obtained using the signal yields of η decays and calculating
the ratios,

ǫData(2π
0)

ǫMC(2π0)
=
NData(η→3π0)/NMC(η→3π0)

NData(η→γγ)/NMC(η→γγ)
, (4.5)
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Table 4.2: Efficiency correction factors

Category Correction Factor
π0 reconstruction 0.979 ± 0.027
K0

S reconstruction 1.000 ± 0.018

and
ǫData(2π

0)

ǫMC(2π0)
=

NData(η→3π0)/NMC(η→3π0)

NData(η→π+π−π0)/NMC(η→π+π−π0)
, (4.6)

where the correction factor can be calculated as

ξCF(π0) =

√

ǫData(2π0)

ǫMC(2π0)
. (4.7)

The K0
S correction factors are obtained by comparing K0

S signal yields in data and MC with
and without the ”goodKs” selection criteria. The correction factors for B0 → K0

Sπ
0 are

determined from signal MC by taking an average of the correction factors over all events and
are shown in Table 4.2.

4.4 Branching Fraction PDF

The branching fractions of B0 → K0
Sπ

0 and the control samples are determined from an
extended three-dimensional unbinned maximum likelihood fit to the Mbc-∆E-LS/B distribu-
tion. The unbinned maximum likelihood method is discussed in Appendix A.

4.4.1 Signal PDF

In order to extract the signal yield from data, it is important to understand the signal shape
in Mbc, ∆E and LS/B. Signal MC provides a way to form an expectation of the shape the
signal will take in data. The signal shape is described by a probability density function
(PDF) which is a three-dimensional histogram of all the reconstructed events in signal MC,

PSig ≡ HSig(Mbc,∆E,LS/B). (4.8)

Usually, analytical models are preferred to describe signal, however, these were found to be
insufficient due to strong correlations between Mbc and ∆E. As this PDF is determined from
MC, it may not be an accurate portrayal of the signal shape in data. For modes with a π0

in the final state, we introduce a smearing function, S(Mbc,∆E;µi, σi), with parameters, µi,
which shifts the histogram in Mbc and ∆E, respectively, and σi, which scales the histogram
about the nominal B mass. For these cases, the signal PDF becomes,

PSig ≡ HSig(Mbc,∆E,LS/B) ⊗ S(Mbc,∆E). (4.9)
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4.4.2 Continuum Background PDF

The continuum background shape is modelled with the product,

Pqq̄ ≡ Pqq̄(Mbc)Pqq̄(∆E)Pqq̄(LS/B), (4.10)

where Pqq̄(Mbc) is an ARGUS function [60],

Pqq̄(Mbc) ≡Mbc

√

1 −
(

Mbc

ECMS
beam

)2

exp

{

a

[

1 −
(

Mbc

ECMS
beam

)2]}

, (4.11)

with the shape parameter, a, which is a free parameter in the branching fraction measure-
ment. The Pqq̄(∆E) component is a first-order polynomial,

Pqq̄(∆E) ≡ 1 + c(LS/B)∆E. (4.12)

As there is a correlation between the ∆E slope, c and LS/B, the parameter, c, will be
determined in three LS/B bins, 0.3 < LS/B ≤ 0.5, 0.5 < LS/B ≤ 0.7 and 0.7 < LS/B ≤ 1.0, in
the branching fraction measurement. The last component, Pqq̄(LS/B), is a one-dimensional
histogram,

Pqq̄(LS/B) ≡ H(LS/B), (4.13)

determined from reconstructed events in the sideband region.

4.4.3 BB̄ Background PDF

The BB̄ background is determined from a large sample of generic MCB decays corresponding
to an integrated luminosity roughly an order of magnitude larger than the data set used in
this analysis. The dominant contribution towards the background comes from charmless
B decays. As the contribution of charm events to the total background is negligible, it
is treated together with the charmless events. The background PDF is modelled with a
three-dimensional histogram,

PBB̄ ≡ HBB̄(Mbc,∆E,LS/B). (4.14)

4.4.4 Total PDF

The total extended likelihood is given by the product over all N events,

L =
e−(NSig+NBkg)

N !

N
∏

i=1

{NSigP i
Sig +NBkg[fqq̄P i

qq̄ + (1 − fqq̄)P i
BB̄ ]}, (4.15)

where fqq̄ is the qq̄ fraction and is a free parameter, NSig is the extracted signal yield and NBkg

is the fitted number of background events. Equation (4.1) is substituted into the extended
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likelihood so that the branching fraction becomes the free parameter rather than the signal
yield. This substitution is slightly complicated by the different SVD configurations which
lead to different efficiencies for SVD1 and SVD2. To account for this, the signal yield can
be written as

NSig = B
SVD2
∑

i=SVD1

N(BB̄)i ǫi. (4.16)

4.5 Correction Factors

We perform a fit to extract the branching fraction of the control sample, B+ → K+π0,
with the signal PDF that includes factors which account for the possible differences between
data and MC (Eq. (4.9)) as free parameters. However, the signal efficiency of B+ → K+π0

does not contain these corrections as this measurement is not intended to be a result of this
analysis. The fit result is summarised in Table 4.3 and shown in Fig. 4.1.
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Figure 4.1: Mbc-∆E-LS/B fit projections of B+ → K+π0. The black histograms show the fit
results. The blue histograms show the signal contribution, the green, the BB̄ background
and the red, the sum of continuum and BB̄ background. (a) shows the Mbc projection within
the ∆E signal region and enhanced LS/B region(LS/B > 0.7), (b) shows the ∆E projection
within the Mbc signal region and enhanced LS/B region, and (c) shows the LS/B projection
within the signal region.
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Table 4.3: B+ → K+π0 fit result.
Parameter Fit Result
µMbc

−0.0006 ± 0.0004
σMbc

0.904 ± 0.013
µ∆E 0.007 ± 0.001
σ∆E 0.999 ± 0.089
a −21.83 ± 0.36

c(0.3 − 0.5) −1.47 ± 0.03
c(0.5 − 0.7) −1.33 ± 0.04
c(0.7 − 1.0) −1.20 ± 0.05

fqq̄ 0.991 ± 0.001
B(B+ → K+π0) (units 10−6) 9.966 ± 0.257

NBkg (units 103) 108.8 ± 0.3

4.6 Branching Fraction Measurement of B0
→ K0

Sπ0

Finally, a fit is performed to extract the branching fraction of the signal mode, B0 → K0
Sπ

0,
using the signal PDF, Eq. (4.9), with correction factors fixed to the values found in the control
sample B+ → K+π0. The signal detection efficiency is also corrected with the factors given
in Table 4.2. The fit result is summarised in Table 4.4 and shown in Fig. 4.2. The branching

Table 4.4: B0 → K0
Sπ

0 fit result.

Parameter Fit Result
a −23.29 ± 0.61

c(0.3 − 0.5) −1.63 ± 0.06
c(0.5 − 0.7) −1.30 ± 0.08
c(0.7 − 1.0) −1.10 ± 0.08

fqq̄ 0.993 ± 0.001
B(B0 → K0

Sπ
0) (units 10−6) 4.362 ± 0.251

NBkg (units 103) 37.0 ± 0.2

fraction of the B0 → K0π0 decay which contains a scale factor of 2 to convert K0
S to K0, is

found to be,

B(B0 → K0π0) = (8.72 +0.51
−0.50 (stat) +0.46

−0.40 (syst)) × 10−6 (4.17)

which corresponds to a signal yield of 634 ± 37 B0 → K0
Sπ

0 events. This measurement is
in agreement with the current world average, B(B0 → K0π0) = (9.8 ± 0.6) × 10−6 within 2
standard deviations.

The next section deals with the systematic uncertainties that originated from possible effects
of various assumptions and fixed parameters used in the fit to obtain the branching fraction.
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Figure 4.2: Mbc-∆E-LS/B fit projections of B0 → K0
Sπ

0. The black histograms show the fit
results. The blue histograms show the signal contribution, the green, the BB̄ background
and the red, the sum of continuum and BB̄ background. (a) shows the Mbc projection within
the ∆E signal region and enhanced LS/B region(LS/B > 0.7), (b) shows the ∆E projection
within the Mbc signal region and enhanced LS/B region, and (c) shows the LS/B projection
within the signal region.

4.7 Systematic Uncertainties

4.7.1 N(BB)

The number of BB̄ pairs which appears in Eq. (4.1) has an associated error recorded at [56],
which may affect the branching fraction measurement. The error is taken as a systematic
uncertainty.

4.7.2 Efficiency

The signal detection efficiency also appears in Eq. (4.1) and its error depends on the amount
of MC statistics in the histogram. This error is calculated from the values given in Table 4.1
by taking an average of the SVD1 and SVD2 efficiency errors for B0 → K0

Sπ
0 weighted by
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their relative amounts of data collected with each detector configuration.

4.7.3 K0
S Reconstruction

As described in §4.3, the K0
S selection criteria requires a correction factor for the efficiency

to account for the difference between data and MC. The error on this correction factor given
in Table 4.2 is taken as the systematic uncertainty of K0

S reconstruction.

4.7.4 π0 Reconstruction

The systematic uncertainty of π0 reconstruction is also due to its associated correction factor
and is given in Table 4.2.

4.7.5 Histogram Binning

Histograms were used to represent certain components in the fit for the branching fraction,
where the sizes of the histogram bins were fixed. To account for uncertainties in the shape,
each bin size is varied by twice its bin error. Then a fit is performed noting the percentage
difference between this fit result and the central value obtained in Eq. (4.17). This procedure
is repeated for all bins of each histogram and the square root of the quadratic sum of the
differences between each fit and the central value is taken as the systematic uncertainty.

4.7.6 Correction Factors

Correction factors obtained in §4.5 from the branching fraction measurement of B+ → K+π0

were used to smear the shape of B0 → K0
Sπ

0 obtained from MC and were fixed in the fit to
obtain the B0 → K0

Sπ
0 branching fraction. The procedure to estimate the systematic error

from these factors is similar to the case for the histogram bin sizes except that in each fit,
the correction factors are varied by ±1σ.

4.7.7 Total Systematic Uncertainty

The systematic errors for each category are summarised in Table 4.5. The total systematic
uncertainty of the branching fraction is taken as the quadratic sum of the uncertainties of
each category.
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Table 4.5: Branching fraction systematics.

Category δB(%)
Number of BB̄ pairs ±1.36

Efficiency ±0.21
K0

S reconstruction ±1.84
π0 reconstruction ±2.75
Histogram binning +1.47

−1.63

Correction factors +3.59
−2.37

Total +5.28
−4.60

4.8 Validity Test

We check branching fraction of the data sample collected with each SVD configuration. The
fit results are,

SVD1 : B(B0 → K0π0) = (9.00 +1.07
−1.01 (stat)) × 10−6,

SVD2 : B(B0 → K0π0) = (8.63 +0.58
−0.57 (stat)) × 10−6, (4.18)

which are in agreement with each other and the final fit result.
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Chapter 5

CP Violation Measurement

5.1 Overview

In this chapter, we describe the measurement of CP violation in B0 → K0π0 decays. Recall
that CP violation parameters can be extracted using the physical observables ∆t and the
flavour of the tag-side B meson, using Eq. (1.56). Although this thesis is predominantly
about B0 → K0

Sπ
0, this part of the analysis was performed in conjunction with B0 → K0

Lπ
0.

Details of the B0 → K0
Lπ

0 analysis will not be described here, but can be found in Ref. [61]
and Appendix E.

5.2 ∆t Reconstruction

5.2.1 Vertex Reconstruction of BRec

In this analysis, there are no primary tracks originating from the B meson. In such cases,
the vertex of BRec, zRec, has to be determined by extrapolating the K0

S pseudo-track back
to the IP. However, as the K0

S has a relatively long lifetime, its charged daughters do not
always register hits in the SVD which leads to a lower vertex reconstruction efficiency.

We can improve the BRec vertex resolution further by including the IP profile in the vertex
fit. The shape of the IP profile is represented by a three-dimensional Gaussian distribution.
Since the actual IP position and its spread varies with accelerator conditions, the mean
and standard deviation of each Gaussian is determined frequently using pre-scaled hadronic
events. The IP profile, which is typically 100 µm in x, 5 µm in y and 3 mm in z, is smeared
in the x − y plane to account for the finite flight length of the B meson in this plane,
IPsmear = 21 µm.

65



5.2.2 Vertex Reconstruction of BTag

After fully reconstructing BRec, all remaining tracks should belong to the other B meson,
BTag. The following algorithm is employed to determine the vertex of BTag, zTag. Initially, all
tracks with poor position measurement, σz < 0.5 mm, are excluded. Another requirement
is placed on the impact parameter of the track with respect to the BRec vertex in the r − φ
plane, dr < 0.5 mm.

Finally, the vertex of BTag is calculated with the remaining tracks and the IP constraint.
To further minimise the effect of tracks with poor resolution and tracks with a relatively
large displacement from the majority, the goodness-of-fit, χ2, is checked. If χ2 > 20, the
track providing the largest contribution to the χ2 is removed and the vertex recalculated.
However, we always keep high momentum leptons, pCMS

l > 1.1 GeV/c, as they are likely to
originate from semi-leptonic b → clνl decays. The cycle of removing the worst track and
re-fitting continues until χ2 < 20, whereupon the vertex is accepted as that of BTag.

5.2.3 ∆t Reconstruction

Time-dependent CP parameters are extracted from the ∆t distribution which is calculated
from the BRec and BTag vertices. As the BB̄ pair is practically at rest in theΥ(4S) frame,
∆t can be determined using a kinematic approximation,

∆t ∼ ∆z

βγc
≡ zRec − zTag

βγc
, (5.1)

where βγ = 0.425 is the Lorentz boost of the Υ(4S).

The quality of the vertex is usually determined by the χ2 of the vertex fit. However, it is not
a good index in this case because it is correlated with the vertex z-position due to the IP
constraint in the x−y plane. This would bias the calculated ∆t distribution, so we therefore
define a new measure of vertex quality,

ξ ≡ 1

2n

n
∑

i=1

[

zi
before − zi

after

ǫibefore

]2

, (5.2)

which is essentially the reduced χ2 projected along the z-axis. The parameters zi
before and

zi
after are the vertex positions of each track before and after the fit, respectively, and ǫibefore is

the error of zi
before. Note that ξ cannot be defined for single-track vertices.

For ∆t reconstruction, the following selection criteria are applied: the vertex goodness-of-fit,
ξ < 250 for the reconstructed and tag-side vertices and |∆t| < 70 ps. For a good quality
vertex, at least one r − φ hit and two z hits for each K0

S daughter is required. The vertex
reconstruction efficiency for SVD1 is found from MC to be 24% and 36% for SVD2. The
vertex position resolution for the z direction with SVD1 (SVD2) is 141 µm (172 µm). The
fraction of misreconstructed events in ∆t is estimated to be ∼ 0.4%.
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Figure 5.1: SVD configurations of K0
S vertexing. (a) shows the “On-diagonal” configuration

while (b) shows the “Off-diagonal”.

Cosmic ray data taken with the Belle detector provide a better understanding of the track
parametrisation. This is due to the fact that cosmic muon tracks have an entry and exit
point through the SVD as opposed to a track which originated from inside the SVD which
can only have an exit point. Thus the track resolution is further improved by correcting the
track errors with global scaling factors obtained from these cosmic ray events.

To account for ∆t smearing of signal events caused by our experimental environment, a
resolution function, RSig, is incorporated which considers three sources of ∆t smearing,

RSig ≡ RDet ⊗ RNP ⊗ RK. (5.3)

The resolution function, RDet represents the detector resolution, RNP describes the smearing
due to reconstructing the BTag vertex from non-primary tracks and RK models the effects
of the kinematic approximation that neglects the transverse momentum of the B mesons in
the CMS. The details of the resolution function are contained in Appendix C.

The default resolution function is modified depending on the configuration of SVD hits of
the K0

S daughter tracks. Figure 5.1(a) shows the case where the innermost SVD hits of each
track occur in the same layer and Figure 5.1(b) shows the case where they are not.

5.3 Flavour Tagging

Time-dependent CP asymmetry manifests only in CP eigenstates. As a consequence, the
flavour of BRec, or in other words, whether it was a B0 or B̄0 that decayed, is unknown. By
harnessing the property that the B0B̄0 pair is produced in a coherent state, it is possible
to infer the flavour of BRec at the same time BTag decayed if the flavour of BTag can be
determined. This is called flavour tagging and the procedure is detailed in Appendix B.
Two parameters are used to represent flavour information, q and r. The discrete variable, q,
is the determined flavour of BTag and takes the value q = +1 when BTag = B0 and q = −1
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Figure 5.2: Distribution of q · r. The edges show where BTag has been identified with high
quality. The majority of events are in the middle with weak flavour discrimination.

when BTag = B̄0. The continuous MC-determined r is the expected flavour dilution of q
and can range from r = 0 for no flavour information, to r = 1 for unambiguous flavour
assignment. Another two variables are used to describe incorrect flavour tagging, w, which
is wrong tag probability and the difference in wrong tag probabilities between B0 and B̄0

decays, ∆w. Figure 5.2 shows a distribution of q · r obtained from signal MC.

5.4 Probability Density Function

5.4.1 Signal PDF

The time-dependent signal PDF which accounts for dilution from flavour tagging and reso-
lution effects is given by

PSig(∆t, q) =
e−|∆t|/τ

B0

4τB0

[

1 − q∆w + q(1 − 2w)(ACP cos ∆md∆t− Seff
CP sin ∆md∆t)

]

⊗ RSig,

(5.4)
where τB0 is the B0 lifetime and ∆md is the mass difference between the B mass eigenstates.
Even though the vertex reconstruction efficiency is not perfect, events that lack ∆t informa-
tion or fail the ∆t selection criteria can still be used to evaluate the ACP component. This
is achieved by integrating Eq. (5.4) over ∆t,

PSig(q) =
1

2

[

1 − q∆w + q(1 − 2wl)(1 − 2χm)ACP

]

, (5.5)
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where,

χm ≡ (∆md∆t)
2

2[1 + (∆md∆t)2]
. (5.6)

5.4.2 Continuum Background PDF

The continuum ∆t distribution is empirically described with an effective lifetime and prompt
component which is motivated by the finite lifetime of D mesons and the presence of short-
lived particles in continuum,

Pqq̄(∆t) = (1 − fδ)
e−|∆t|/τqq̄

2τqq̄
+ fδδ(∆t− µδ). (5.7)

This PDF is convolved with a double Gaussian to describe ∆t resolution effects,

Rqq̄(∆t) = (1 − ftail)G(∆t;µmean, Smainσ) + ftailG(∆t;µmean, SmainStail), (5.8)

which uses the event-dependent ∆t error constructed from the vertex resolution,

σ ≡ (
√

σ2
Rec + σ2

Tag)/βγc, as a scale factor. The fit parameters are determined from the

sideband region for the control sample, B+ → K0
Sπ

+ and the signal mode. They can be
found in Table 5.1 with the fit result shown in Fig. 5.3.
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Figure 5.3: Fit results to determine the continuum background shape in ∆t. The black
curves show the fit results, and the green curve shows the contribution from an additional
Gaussian similar to the one used in the lifetime measurement of signal MC. (a) shows the
results for B+ → K0

Sπ
+ and (b) shows B0 → K0

Sπ
0.

5.4.3 Charged B Background PDF

The charged B background in ∆t is modelled with a lifetime function,

PB+B−(∆t) =
e
−|∆t|/τ

B
+
eff

2τB+
eff

⊗ RB+B− , (5.9)
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Table 5.1: Fit parameters for continuum background in ∆t.

Fit Parameter B+ → K0
Sπ

+ B0 → K0
Sπ

0

τeff 0.875 ± 0.118 0.968 ± 0.086
µδ 0.013 ± 0.068 −0.031 ± 0.031
fδ 0.475 ± 0.098 0.567 ± 0.063

µmean −0.091 ± 0.092 0.135 ± 0.065
Smain 1.126 ± 0.054 1.105 ± 0.034
Stail 3.520 ± 0.520 2.895 ± 0.291
ftail 0.073 ± 0.028 0.100 ± 0.026

where RB+B− is the ∆t resolution function for charged B decays. As the source of this
background involves particle exchange with the tag-side which may shift the vertex position,
the lifetime may also be affected in consequence. We extract an effective lifetime from generic
charged MC events to determine its shape in ∆t. The fit result gives τB+

eff
= 1.70 ± 0.05 ps

for B+ → K0
Sπ

+ and τB+
eff

= 1.66 ± 0.08 ps for B0 → K0
Sπ

0, and is shown in Fig. 5.4.
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Figure 5.4: Fit results to determine the charged B background shape in ∆t. The black
curves show the fit results, and the green curves show the contribution from an additional
Gaussian similar to the one used in the lifetime measurement of signal MC. (a) shows the
results for B+ → K0

Sπ
+ and (b) shows B0 → K0

Sπ
0.

5.4.4 Neutral B Background PDF

Due to B0B̄0 mixing, the neutral B background is described with the same PDF as signal,
Eq. (5.4), however the CP parameters are fixed to zero and the effect of this choice will be
accounted for in the systematic errors. For similar reasons to charged B events, we extract
effective lifetimes to describe the neutral B background shape: τB0

eff
= 1.68 ± 0.11 ps for

B+ → K0
Sπ

+ and τB0
eff

= 1.21± 0.21 ps for B0 → K0
Sπ

0. The fit result is shown in Fig. 5.5.

70



 t (ps)∆
-60 -40 -20 0 20 40 60

E
ve

n
ts

 / 
(1

.4
 p

s)

1

10

210

 t (ps)∆
-60 -40 -20 0 20 40 60

E
ve

n
ts

 / 
(1

.4
 p

s)

1

10

(a) (b)

Figure 5.5: Fit results to determine the neutral B background shape in ∆t. The black curves
show the fit results, and the green curves show the contribution from an additional Gaussian
similar to the one used in the lifetime measurement of signal MC. (a) shows the results for
B+ → K0

Sπ
+ and (b) shows B0 → K0

Sπ
0.

5.4.5 Outlier PDF

At this point, there are a few remaining events that cannot be accounted for by the ∆t
resolution function or physics background PDFs. These so-called outlier events form a broad
shape in ∆t and are thought to originate from mis-reconstruction. They are modelled with
a Gaussian centred around zero,

POut(∆t) = G(∆t; 0, σOut), (5.10)

where σOut is the width of the Gaussian.

5.4.6 ∆t Component Probabilities

The relative contributions of each component in ∆t is calculated in the following way. The
ratio of B+B− decays to the total number of BB̄ background events in the signal box,
fB+B− , is determined from MC to be fB+B− = 0.815 ± 0.008 for B+ → K0

Sπ
+ and fB+B− =

0.915 ± 0.018 for B0 → K0
Sπ

0. Discrimination between continuum and BB̄ background is
calculated event-by-event from their shapes in Mbc, ∆E and LS/B as given in Eq. (4.10) and
Eq. (4.14),

fqq̄(Mbc,∆E,LS/B) =
pqq̄Pqq̄(Mbc,∆E,LS/B)

pqq̄Pqq̄(Mbc,∆E,LS/B) + (1 − pqq̄)PBB̄(Mbc,∆E,LS/B)
. (5.11)

The shapes are fixed from the signal yield extraction of the control sample, B+ → K0
Sπ

+,
and B0 → K0

Sπ
0†, described later in this section, where pqq̄ is the qq̄ fraction of the total

†The signal yield extraction of B
0 → K

0
S
π

0 occurred chronologically before its branching fraction mea-
surement in §4.6 and did not contain correction factors from B

+ → K
+
π

0.
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background events in the signal box. The values of pqq̄ are calculated to be pqq̄ = 0.985±0.001
for B+ → K0

Sπ
+ and pqq̄ = 0.990 ± 0.001 for B0 → K0

Sπ
0.

To maximise sensitivity to signal, the signal probability is calculated per event from the
event shape in each r-bin,

fSig(Mbc,∆E,LS/B, r) =
pSig(r)PSig(Mbc,∆E,LS/B)

pSig(r)PSig(Mbc,∆E,LS/B) + (1 − pSig(r))PBkg(Mbc,∆E,LS/B)
,

(5.12)
where PSig(Mbc,∆E,LS/B) is given in Eq. (4.8) and

PBkg(Mbc,∆E,LS/B) = pqq̄Pqq̄(Mbc,∆E,LS/B) + (1 − pqq̄)PBB̄(Mbc,∆E,LS/B). (5.13)

The r-bin dependent signal purity, pSig(r), is calculated from signal MC and sideband scaled
using the average purities in the signal region, pSig. These values are given in Table 5.2.

B+ → K0
Sπ

+ B0 → K0
Sπ

0

r-bin SVD1 SVD2 SVD1 SVD2
0 0.181 ± 0.011 0.180 ± 0.005 0.147 ± 0.018 0.120 ± 0.008
1 0.190 ± 0.011 0.181 ± 0.005 0.175 ± 0.021 0.154 ± 0.010
2 0.239 ± 0.013 0.222 ± 0.006 0.240 ± 0.026 0.195 ± 0.012
3 0.250 ± 0.013 0.232 ± 0.007 0.209 ± 0.024 0.187 ± 0.012
4 0.250 ± 0.013 0.246 ± 0.007 0.243 ± 0.026 0.176 ± 0.011
5 0.298 ± 0.015 0.315 ± 0.008 0.289 ± 0.030 0.247 ± 0.015
6 0.633 ± 0.017 0.661 ± 0.008 0.704 ± 0.032 0.613 ± 0.019
pSig 0.241 ± 0.013 0.235 ± 0.007 0.221 ± 0.025 0.184 ± 0.012

Table 5.2: Summary of r-bin dependent purities.

Signal Yield Extraction of B+
→ K0

S
π+

We perform a fit to extract the signal yield of the control sample, B+ → K0
Sπ

+, with the
uncorrected signal PDF, Eq. (4.8), to be consistent with B0 → K0

Sπ
0. The fit result is

summarised in Table 5.3 and shown in Fig. 5.6. The signal yield of B+ → K0
Sπ

+ is found
to be,

NSig(B
+ → K0

Sπ
+) = 2297 ± 58 events. (5.14)

Signal Yield Extraction of B0
→ K0

S
π0

We perform a three-dimensional unbinned maximum likelihood fit to B0 → K0
Sπ

0 events to
extract the signal yield without fudge factors obtained from B+ → K+π0. The fit result gives
NSig = 657± 37 events with the remaining parameters also summarised in Table 5.4. These
parameters are in statistical agreement with the branching fraction measurement given in
§4.6.
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Figure 5.6: Mbc-∆E-LS/B fit projections of B+ → K0
Sπ

+. The black histograms show the fit
results. The blue histograms show the signal contribution, the green, the BB̄ background
and the red, the sum of continuum and BB̄ background. (a) shows the Mbc projection within
the ∆E signal region and enhanced LS/B region(LS/B > 0.7), (b) shows the ∆E projection
within the Mbc signal region and enhanced LS/B region, and (c) shows the LS/B projection
within the signal region.

5.4.7 Total CP Violation PDF

Combining Eq. (5.4), Eq. (5.7), Eq. (5.9) and Eq. (5.10) with their relative contributions
given in §5.4.6, the full time-dependent CP violation PDF becomes

P(∆t, q) = (1 − fOut)

[

fSigPSig

+
1

2
(1 − fSig)fqq̄Pqq̄

+
1

2
(1 − fSig)(1 − fqq̄)fB+B−PB+B−

+(1 − fSig)(1 − fqq̄)(1 − fB+B−)PB0B̄0

]

+
1

2
fOutPOut. (5.15)
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Table 5.3: B+ → K0
Sπ

+ fit result.

Parameter Fit Result
a −21.66 ± 0.36

c(0.3 − 0.5) −1.47 ± 0.03
c(0.5 − 0.7) −1.33 ± 0.04
c(0.7 − 1.0) −1.20 ± 0.05

fqq̄ 0.991 ± 0.001
NSig 2297 ± 58

NBkg (units 103) 108.6 ± 0.3

Table 5.4: B0 → K0
Sπ

0 fit result.

Parameter Fit Result
a −23.3 ± 0.6

c(0.3 − 0.5) −1.63 ± 0.06
c(0.5 − 0.7) −1.30 ± 0.08
c(0.7 − 1.0) −1.09 ± 0.08

fqq̄ 0.993 ± 0.001
NSig 657 ± 37

NBkg (units 103) 37.0 ± 0.2

The factor of 1/2 normalises over flavour for PDFs that are not flavour-dependent. Similarly,
the CP violating PDF for events without ∆t information is constructed from Eq. (5.5),

P(q) = fSigPSig

+
1

2
(1 − fSig)fqq̄

+
1

2
(1 − fSig)(1 − fqq̄)fB+B−

+(1 − fSig)(1 − fqq̄)(1 − fB+B−)PB0B̄0 . (5.16)

5.5 Time-dependent CP Violation in B0
→ K0π0

We perform a time-dependent CP violation fit to B0 → K0
Sπ

0 and B0 → K0
Lπ

0 events and
measure the CP parameters,

ACP = +0.138 ± 0.126 (stat) ± 0.064 (syst),
Seff

CP = +0.667 ± 0.312 (stat) ± 0.088 (syst),
(5.17)

where the fit results are shown in Fig. 5.7. There is no evidence for direct CP violation
and the mixing-induced component is consistent with that measured in b → cc̄s decays,
SCP = 0.672 ± 0.024 [20]. These results are also in agreement with the previous Belle
results [46] and the recent results from BaBar [45].
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Figure 5.7: CP violation fit result for B0 → K0π0 events with ∆t information. The left
plot shows the background subtracted ∆t distribution for B0 and B̄0 tags where the solid
(dashed) curve represents the ∆t curve for B0 (B̄0) in the good tag region 0.5 < r ≤ 1.0. The
right plot shows the background subtracted asymmetry defined as (NSig

B0 −NSig

B̄0 )/NSig
B0 +NSig

B̄0 )

in each ∆t bin where NSig
B0 (NSig

B̄0 ) is the B0 (B̄0) tagged signal yield extracted in that ∆t bin.

5.6 Systematics Uncertainties

The sources of systematic errors in the CP measurement are described in the following sec-
tions. As a general rule, parameters obtained from data are varied by ±1σ while parameters
obtained from MC are varied by ±2σ. Traditionally, asymmetric systematic errors are sym-
metrised by taking the larger of the two. Unless otherwise stated, all systematic uncertainties
are determined simultaneously with B0 → K0

Lπ
0.

5.6.1 Vertex Reconstruction

IP Profile

The vertices of BRec and BTag were constructed with an IP constraint smeared in the x− y
plane by 21 µm as mentioned in §5.2.1. This amount of smearing is varied by ±10 µm and
the CP violation measurement is repeated. The difference between the fit result with varied
smearing and the nominal fit result is taken as a systematic uncertainty.

BTag Track Selection

The track selection criteria on the tag-side involving σz and dr, given in §5.2.2, are sequen-
tially altered by ±10%. The CP violation measurement is repeated for each modified criteria
and the fit differences are summed in quadrature to estimate the systematic uncertainty in
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this category.

Scale Error

The charged track parametrisation errors were corrected by scaling factors as noted in §5.2.3.
The effect of these corrections is studied by taking the difference in fit results without scaled
errors and the final fit result as a systematic error.

∆t Selection

The ∆t requirement given in §5.2.3 is varied by ±30 ps and the fit difference taken as a
systematic error.

Vertex Selection

The selection criteria on the B vertex quality, ξRec and ξTag, as stated in §5.2.3, are modified
in sequence by ±50 and the fit result differences are summed in quadrature.

∆z Bias

After the resolution function is applied to ∆z, the average of the resulting distribution may
not be zero. The source of this ∆z bias is caused by relative misalignment between the SVD
and CDC. This effect was studied in B0 → J/ψK0

S [62] by applying correction functions to
account for observed biases and taking the difference between the fit result with corrections
and the default fit result. As this bias is considered to be mode-independent, this systematic
uncertainty is taken from the B0 → J/ψK0

S study.

Misalignment

There is thought to be an unknown intrinsic alignment fault within the SVD. This effect can
be estimated by generating MC with and without misalignment and taking the difference
in CP measurement fit results as a systematic error. Similar to ∆z bias, this error is not
assumed to be unique to each decay mode, so the systematic uncertainty is also taken from
B0 → J/ψK0

S [62].

76



5.6.2 Flavour Tagging

Wrong Tag Fractions

The wrong tag fractions and wrong tag fraction difference in each r-bin, w and ∆w are varied
by their respective errors given in Appendix B. The systematic uncertainty is taken as the
quadratic sum of the fit differences.

Decay Mode Dependence

The wrong tag fractions were obtained from control samples that contain at least one primary
track on the reconstructed side. We consider a possible effect of the B0 → K0

Sπ
0 hadronic

environment on the wrong tag fractions by creating wrong tag fractions from signal MC. We
take the difference in fit results to signal MC using the B0 → K0

Sπ
0 MC-determined wrong

tag fractions and the default MC-determined wrong tag fractions as a systematic error.

5.6.3 Resolution Function

Both the neutral and charged B resolution functions for ∆t are used and so the parameters
in each resolution function given in Appendix C are altered sequentially by their errors. The
systematic uncertainty is the quadratic sum of the fit differences.

5.6.4 Fit Bias

Fit bias may occur in samples with low statistics. To account for this, an ensemble of 1000
pseudo-experiments is created using the final fit result as input. The CP measurement is
then performed for each experiment and the distribution of fit residuals is itself fitted with
a Gaussian. The determined mean is taken as the systematic error due to fit bias.

5.6.5 Physics Parameters

The world-averages for τB0 and ∆md [48], were fixed in the signal PDF for the CP mea-
surement. These parameters are varied by their respective errors and the fit differences are
summed in quadrature.
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5.6.6 Background

Continuum ∆t Shape

The parameters of the qq̄ background shape in ∆t as stated in §5.4.2 are varied by their
errors and the systematic uncertainty determined as the quadratic sum of fit differences.

Effective Lifetime

The effective lifetimes found for charged and neutral B events given in §5.4.3 and §5.4.4 are
varied by their respective errors.

CP Contribution

We assumed no CP asymmetry in the background as reflected by the choice of CP param-
eters in the neutral B background PDF noted in §5.4.4. As a conservative estimate of the
systematic error associated with this assumption, the CP parameters of the B0B̄0 PDF are
varied within their physical limits and the fit differences summed in quadrature.

5.6.7 Signal Fraction

The r-bin dependent purities and signal shape parameters of §5.4.6 used to calculate the
signal and background probabilities are varied by their errors. Histograms were also used in
some instances and the effects of these non-parametric shapes are accounted for by simulta-
neously varying each bin by its error.

Signal Correction Factors

Recall that we obtained signal shape correction factors from B+ → K+π0 in §4.5. As these
correction factors were not applied in the CP measurement, we perform another fit using
the corrected signal shape taken from the branching fraction measurement given in §4.6 and
take the fit difference with and without these correction factors as a systematic uncertainty.

5.6.8 Mis-reconstructed Events

A possible effect from mis-reconstruction is studied by comparing the CP fit results of signal
MC with its sub-sample that contains only correctly reconstructed vertices. The fit difference
is found to be negligible.
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5.6.9 Tag-side Interference

Although the flavour of the tagging side is usually determined by flavour specific events,
modes that are flavour non-specific also exist. For example, B̄0 → D+ π− is CKM-favoured,
while the CKM-suppressed B0 → D+ π− can also exist which leads to CP violation on the
tag side [63]. The correction to the CP violation PDF is estimated with B0 → D∗lν, then
an ensemble of pseudo-experiments are generated with and without tag-side interference and
the mean fit difference is taken as a systematic error.

5.6.10 Total Systematic Uncertainty

A summary of the systematic uncertainties for the CP violation measurement is given in
Table 5.5. The errors for each category are summed in quadrature to determine the total
systematic uncertainty.

5.7 Pre-Measurement Validity Tests

In this section, we summarise validity tests that we performed before the final time-dependent
CP violation fit.

5.7.1 Signal PDF Test

We search for possible reconstruction bias in ∆t using B0 → K0
Sπ

0 MC by fitting the gener-
ated ∆t of reconstructed events with an exponential function,

PSig(∆t) =
e−|∆t|/τ

B0

2τB0

. (5.18)

The lifetimes were found to be τB0 = 1.533 ± 0.007 ps for SVD1 and τB0 = 1.538 ± 0.006 ps
for SVD2 which are in agreement with the MC generated lifetime, τB0 = 1.534 ps. The fit
results are shown in Fig. 5.8. Thus, there is no indication that the reconstruction procedure
favours a different lifetime.

To test the resolution function, a lifetime fit is performed to the reconstructed ∆t of the
same signal MC sample with a lifetime PDF convolved with the ∆t resolution function,

PSig(∆t) =
e−|∆t|/τ

B0

2τB0

⊗RSig. (5.19)

The extracted lifetimes are τB0 = 1.513 ± 0.009 ps for SVD1 and τB0 = 1.533 ± 0.007 ps
for SVD2 which are also in agreement with the MC generated lifetime. The fit results are
shown in Fig. 5.9. At this point, the ∆t resolution function appears to adequately describe
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Table 5.5: CP violation measurement systematic uncertainties.

Category Sub-category δ(ACP ) δ(Seff
CP )

Vertex Reconstruction Sub-total 0.022 0.013
IP Profile 0.002 0.004
BTag Track Selection 0.001 0.004
Scale Error 0.003 0.000
∆t Selection 0.007 0.001
Vertex Selection 0.000 0.010
∆z Bias 0.020 0.005
Misalignment 0.004 0.006

Flavour Tagging Sub-total 0.005 0.007
Wrong Tag Fractions 0.005 0.007
Decay Mode Dependence 0.003 0.001

Resolution Function 0.007 0.063
Fit Bias 0.010 0.020

Physics Parameters 0.001 0.007
Background Sub-total 0.006 0.015

qq̄ ∆t Shape 0.002 0.015
Effective Lifetime 0.000 0.000
CP Contribution 0.006 0.001

Signal Fraction Sub-total 0.023 0.052
Background Fractions 0.000 0.000
Histograms 0.006 0.012
Purity 0.006 0.018
Signal Correction Factors 0.021 0.047
KL Signal Prob 0.002 0.000

Mis-reconstructed Events 0.000 0.000
Tag-side Interference 0.054 0.014

Total 0.064 0.077
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Figure 5.8: Lifetime fit result of generated ∆t of reconstructed events. (a) shows the results
for SVD1 and (b) shows SVD2.
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Figure 5.9: Lifetime fit result to reconstructed events. The black curve shows the fit result,
the blue curve shows the signal component and the green curve shows the contribution from
an additional Gaussian which describes events not modelled by the resolution function. (a)
shows the results for SVD1 and (b) shows SVD2.

∆t smearing.

To test the reconstruction procedure and performance of the ∆t resolution function with
the time-dependent CP violation PDF, Eq. (5.4), we generate signal MC samples, each
containing ∼ 5 000 reconstructed events using Seff

CP = −0.9 to Seff
CP = 0.9 in intervals of 0.2

as input parameters. A fit to each sample is performed and the Seff
CP fit residual, SFit

CP −SGen
CP ,

is plotted as a function of the generated Seff
CP as can be seen in Fig. 5.10. This distribution

is then fit with a first order polynomial and its consistency with a flat line shows that SFit
CP

agrees with the generated SGen
CP over a broad range. Therefore, we do not reject the ∆t

reconstruction procedure or the description of resolution effects in ∆t.
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Figure 5.10: GEANT MC linearity test. (a) shows the results for SVD1 and (b) shows SVD2.

5.7.2 Toy MC Test

We generate and fit pseudo-experiments equivalent to the number of events in data recon-
structed in the signal region. The input CP parameters, ACP and Seff

CP are independently
varied within the physical boundaries in intervals of 0.1 and 1 000 pseudo-experiments are
generated at each point. The distribution of fit results at each given point is itself fitted with
a Gaussian to determine the mean fit result and its error as shown in Figs. D.1 and D.4.
The residual, defined as the difference between the mean fit result and the generated value,
is plotted as a function of the generated value and is shown in Fig. 5.11. We fit this plot
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Figure 5.11: Toy MC linearity test. (a) shows the results for ACP and (b) shows Seff
CP .

with a first order polynomial and its consistency with a flat line in both cases shows there is
no significant fit bias for ACP and Seff

CP .

The expected error for ACP and Seff
CP is estimated by taking the arithmetic mean of the

distribution of fit errors as shown in Figs. D.2 and D.5. Using the point closest to the
Standard Model expectation, the expected errors are,

δACP = 0.14,
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δSeff
CP = 0.31.

The pull distribution is defined as,

Pull(x) ≡
{

(xFit − xGen)/δ
−
x if xFit − xGen > 0

(xFit − xGen)/δ
+
x if xFit − xGen < 0,

(5.20)

where xFit represents the fitted value of ACP or Seff
CP , and xGen is the generated value. The

use of the asymmetric MINOS error of the fit, δ±x , depends on the sign of the residual as the
MINOS error with the sign opposite to the residual gives the statistical significance of that
deviation. Fig. D.2 and Fig. D.5 show that the means and widths of the pull distributions
are consistent with zero and unity respectively, which demonstrates that the errors have been
determined correctly and that any fit biases are weak.

5.7.3 Lifetime Measurement

A lifetime measurement is performed to the control sample and signal mode data to check
the full time-dependent PDF. In these fits, the CP parameters are fixed to zero while the
B lifetime is released as a free parameter. We extract the lifetimes, τB+ = 1.81± 0.09 ps for
B+ → K0

Sπ
+ and τB0 = 1.46 ± 0.18 ps for B0 → K0

Sπ
0, which are both in agreement with

the current world-averages, τB+ = 1.638 ± 0.011 ps and τB0 = 1.530 ± 0.009 ps [48]. The fit
results are shown in Fig. 5.12.
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Figure 5.12: Lifetime fit results. The blue curve shows the fit result, and the red curve
shows the background contribution. (a) shows the results for B+ → K0

Sπ
+ and (b) shows

B0 → K0
Sπ

0.
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5.7.4 Time-dependent CP Violation in B+
→ K0

Sπ+

We perform a time-dependent CP violation fit to the control sample and measure the CP
parameters,

ACP = +0.007 ± 0.065 (stat),
Seff

CP = −0.112 ± 0.137 (stat),
(5.21)

where the fit result is shown in Fig. 5.13. These results are consistent with zero which is
expected in the Standard Model for charged B modes.
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Figure 5.13: CP violation fit result for B+ → K0
Sπ

+. The left plot shows the ∆t distribution
for B0 and B̄0 tags. The blue (red) curve represents the ∆t curve for B0 (B̄0) tags and the
green curve shows the background contribution. The right plot shows the raw asymmetry
defined as (NB0 −NB̄0)/NB0 +NB̄0) where NB0 (NB̄0) is the total number of B0 (B̄0) tags.

5.8 Post-Measurement Validity Tests

A fit to the B0 → K0
Sπ

0 sub-sample gives the CP parameters,

ACP = +0.151 ± 0.131 (stat),
Seff

CP = +0.668 ± 0.313 (stat),
(5.22)

which is consistent with the combined fit result. Another check is performed to measure ACP

of the entire B0 → K0π0 sample using only flavour information. This fit only uses Eq. (5.5)
as the signal PDF and gives ACP = +0.123 ± 0.135, which is also consistent with the final
result.
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Chapter 6

Discussion

6.1 Branching Fraction

We combine our branching fraction measurement with the latest results from BaBar [43] and
CLEO [64] and obtain the new world average,

B(B0 → K0π0) = (9.4 ± 0.5) × 10−6. (6.1)

6.2 CP Measurement

6.2.1 Shift From Previous Measurement

We use an ensemble test to determine the probability of the central value shift from the
results obtained with 535 million BB̄ pairs, given in Eq. (1.68). One thousand pseudo-
experiments, each containing the number of B0 → K0π0 candidates corresponding to 657
million BB̄ pairs, are generated using our fit result as input. Each experiment is divided
into 535 and the remaining 122 million BB̄ pairs and separate fits are performed to these
sub-samples for all experiments. The distribution of fit result differences between 535 and
the remaining 122 million BB̄ pairs is subsequently fit with a Gaussian as shown in Fig. 6.1.
From this, the probability of the shift is determined as twice the integral of the tail region
bounded by the difference in data between 535 and the remaining 122 million BB̄ pairs, as
the lower limit. Thus, the shift probability in ACP is calculated to be 18% and the shift in
Seff

CP to be 24% which seems reasonable.
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Figure 6.1: Probability of central value shift for ACP and Seff
CP . The arrow corresponds to

the central value difference in data between 535 and the remaining 122 million BB̄ pairs.

6.2.2 Sum Rule

We find the measurement of ACP to deviate from the K − π sum rule expectation,
ACP (K0π0) = −0.148 ± 0.044 [65], by 1.9σ.

6.2.3 Combination With Other Measurements

Our CP violation parameters are combined with the most recent result from BaBar [45] to
create the new world average,

ACP = −0.01 ± 0.10,
Seff

CP = +0.57 ± 0.17.
(6.2)

The new average for each CP parameter is shown in Fig. 6.2. These comparisons are shown
again in Fig. 6.3 in the CP violation plane where the ellipses indicate a possible deviation
from zero. The combined results show 3.4σ evidence of CP violation. Figure 6.4 which is an
update of the figure shown in §1.6 shows our measurement alongside the other b→ s modes.
Although most measurements have central values below that of the b → cc̄s average, the
naive b→ qq̄s average is not significantly below.
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Figure 6.2: The new world averages for direct and mixing-induced CP violation. The left
figure shows CCP =-ACP and the right shows Seff

CP .

6.3 Future Prospects

To estimate what the future holds for B0 → K0π0, we produce plots of the expected errors
of each CP parameter up to 100 ab−1 shown in Fig. 6.5. For the statistical errors which are
inversely proportional the square root of the luminosity, this is achieved with the expected
errors from toy MC given in §5.7.2. For the systematic errors, the errors that cannot be
reduced by increased statistics, which include those from vertex reconstruction, resolution
function and tag-side interference, are kept as a constant while the remaining contribution
can vary with the luminosity in the same way as the statistical error. We can see that
for ACP , the systematic error should begin to dominate at around 2 ab−1. Assuming the
SM, the error on ACP should be less than 0.05 to claim evidence for direct CP violation in
B0 → K0π0 decays. This plot indicates that this is unlikely even with a super B factory
unless a method to reduce the systematic error can be found. The outlook on Seff

CP is not so
grim. Assuming a SM Seff

CP , mixing-induced CP violation could be found as early as 2 ab−1.
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Figure 6.3: Comparison between the latest measurements from BaBar and Belle and their
combined average in the CP violation plane.
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CP for all b→ s modes.
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black curve shows the total error. In each plot, the left arrow indicates the current luminosity
and the right arrow shows the target luminosity of an upgraded B factory at KEK.
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Chapter 7

Conclusion

We have measured the branching fraction and time-dependent CP violation parameters of
B0 → K0π0 decays. These results are obtained from a data sample that contains 657 ×
106 BB̄ pairs collected near the Υ(4S) resonance with the Belle detector at the KEKB
asymmetric e+e− collider.

We obtain the branching fraction,

B(B0 → K0π0) = [8.72 +0.51
−0.50 (stat) +0.46

−0.40 (syst)] × 10−6,

which is in agreement with the current world average.

We measure the CP parameters,

ACP = +0.14 ± 0.13 (stat) ± 0.06 (syst),
Seff

CP = +0.67 ± 0.31 (stat) ± 0.08 (syst),

where no evidence for direct CP violation is found and the mixing-induced component is
consistent with the expectation from the Kobayashi-Maskawa theory of CP violation. We
find the measurement of ACP to deviate from the K − π sum rule expectation by 1.9σ.

The analysis technique will need to be improved in order to find evidence of direct CP
violation in the future, however, evidence of mixing-induced CP violation in the SM is
possible with a super B factory using our method.
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Appendix A

Maximum Likelihood Method

The unbinned maximum likelihood method has been frequently employed in this analysis
and is the preferred method for data samples with low statistics. This is because the usual
χ2 technique assumes a Gaussian distribution of errors in each bin instead of a Poisson
distribution which can lead to a bias in the estimation of parameters and their uncertainties.

Consider a set of N independently measured quantities, xi, which follows a probability
density function (PDF), P (x;αµ), where αµ is a set of µ unknown parameters. The maximum
likelihood method is designed to determine the most probable set of αµ, αfit

µ , for which the
PDF product over all data points, L(αµ), is maximised,

L(αµ) =

N
∏

i

P (xi;αµ). (A.1)

However, since L(αµ) is small, it is computationally easier to work with logL(αµ), which
incidentally is also maximised for the same set of αfit

µ . The set of αµ which maximises L(αµ)
is the one for which

∂L(αµ)

∂αµ
= 0 (A.2)

is satisfied. We construct the quantity, −2 logL(αµ), which behaves like a statistical χ2

distribution, therefore, the set of αµ for which the difference between −2 logL(αµ) and
−2 logL(αfit

µ ) is unity, corresponds to one standard deviation from αfit
µ and thus provides the

basic error estimate of αfit
µ .

The most probable set of parameters, αfit
µ , is determined numerically with the fitting package,

MINUIT [66]. This package also can determine asymmetric errors that take into account
non-linearities and correlations between parameters and are known as MINOS errors.
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Appendix B

Flavour Tagging Routine

A brief summary of the flavour tagging procedure is provided here, and a more detailed
discussion can be found in [67].

B.1 Track-Level Flavour Tagging

After reconstructing BRec, the remaining final state particles which belong to BTag are used
to determine flavour information. At the simplest level, the flavour, q, can be inferred by
searching for particular charged tracks within the set of final states. Some of these processes
are shown in Fig. B.1. With the exception of charged tracks assigned to the Λ and kaon
categories, these tracks are required to originate from the IP: within 2 cm in the x− y plane
and 10 cm in the z direction.

B.1.1 Slow Pion Category

A charged track with a momentum smaller than 0.25 GeV/c in the CMS is assigned to
this category. The flavour information from the charge of the slow pion track is used to
identify the b-flavour of the tag side. Several variables are included as discriminants: the
charge of the track, the momentum in the laboratory frame, the polar angle in the laboratory
frame, the angle between the slow pion and the thrust axis of rest of the tag side particles
in the CMS, θthr, and a pion/electron identification likelihood ratio, Rπ/e. The angle, θthr,
is used to suppress the background from non-D decays. The ratio, Rπ/e, is used to remove
background electrons from photon conversion. This category has a low tagging efficiency
and poor tagging quality.
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Figure B.1: Some of the decay processes from which the flavour of BTag can be determined.
(a) Lepton category, (b) Kaon category, (c) Slow Pion category.

B.1.2 Lambda Category

A charged track that forms a Λ candidate with another charged track with the opposite
charge is assigned to this category. The flavour information from Λ, Λ or Λ̄, is used to
identify the b-flavour of the tag side. One of the tracks should be identified as a proton.
The Λ candidate is required to have an invariant mass, Mpπ, between 1.1108 GeV/c2 and
1.1208 GeV/c2. The angle between the momentum vector of the Λ candidate and the vector
formed by the IP and the vertex of the Λ candidate, θdefl, should be less than 30◦. The
minimum distance between the tracks in z axis, ∆z, should be less than 4 cm, and the flight
length of the Λ in the x− y plane should be longer than 0.5 cm. The flavour of Λ, Mpπ, θdefl

and the presence of K0
S candidates are included as discriminants.

B.1.3 Kaon Category

A charged track that is not positively identified as a lepton or proton is assigned to this
category. The flavour information of the kaon in b → c→ s decays is mainly used to identify
the b-flavour of the tag side. Fast pions from B → D(∗)π± are also included. The charge
of the track, the presence of K0

S candidates, the track momentum in the CMS, the polar
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angle of the track in the laboratory frame and the K/π ID likelihood ratio are included as
discriminants. This category has a high tagging efficiency but poor tagging quality.

B.1.4 Lepton Category

A charged track with a momentum larger than 0.4 GeV/c and an electron likelihood larger
than 0.8 is included as an electron candidate, while a charged track with a momentum larger
than 0.8 GeV/c and a muon likelihood larger than 0.95 is included as a muon candidate. The
flavour information from high momentum leptons in B → Xℓ±ν decays and intermediate
momentum leptons in B → D → Kℓ±ν decays are used to identify the b-flavour of the tag
side. Several variables are included as discriminants: the lepton momentum in the CMS,
pcms

ℓ , the polar angle of the track in the laboratory frame, θlab, the recoil mass, Mrecoil and
the missing momentum in the CMS, pcms

miss. The variables, Mrecoil and pcms
miss can discriminate

primary leptons from secondary leptons since Mrecoil can indicate the presence of a D meson
and the variable, pcms

miss, can indicate the existence of neutrinos. This category has a low
tagging efficiency but high tagging quality.

B.2 Event-Level Flavour Tagging

Clearly, this flavour tagging method will not always return the correct flavour of BTag,
and this is due to incorrect PID and suppressed physics processes. We introduce the MC
determined flavour reliability, r, which is defined as

q · r ≡ N(B0) − N(B̄0)

N(B0) + N(B̄0)
, (B.1)

and ranges from r = 0 for no flavour discrimination to r = 1 for unambiguous flavour assign-
ment. The variables, N(B0) and N(B̄0), are the number of B0 and B̄0 events that occupy the
“cell”. The cell is an element in the multi-dimensional flavour tagging table prepared from
MC that depends on the flavour tagging method and the discriminants described above.

The event-level flavour tagging combines the results, (q · r)x where x is the tagging category,
for each track to determine a single highest q · r output for each event. For the lepton and
slow pion categories, the track with the highest r in each category is chosen as an input. For
the kaon and Λ categories, the flavour and dilution factors of each track are combined by
calculating the product of the flavour dilution factors in order to account for possible cases
where there are multiple s quarks in the final state. By using a three-dimensional look-up
table, the correlations between the flavour information for the four categories in track-level
are correctly taken into account. A schematic of these procedures is shown in Fig. B.2.
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Figure B.2: Flavour tagging algorithm.

B.2.1 Flavour Tagging Performance

The performance of flavour tagging is characterised by the two parameters: ǫ and w. The
parameter, ǫ, is the raw tagging efficiency and the wrong tag fraction, w, is the probability
that the flavour tag is wrong.

In practise, the observed time-dependence of a CP eigenstate becomes

Pobs
Sig (∆t, q, w) = ǫ · [(1 − w)PSig(∆t, q) + w(PSig(∆t,−q))], (B.2)

and the observed CP asymmetry is rewritten as

Aobs
CP =

Pobs
Sig (∆t, q, w) − Pobs

Sig (∆t,−q, w)

Pobs
Sig (∆t, q, w) + Pobs

Sig (∆t,−q, w)
= (1 − 2w)ACP . (B.3)

The observed CP asymmetry is diluted by the factor, 1 − 2w.

Since the statistical significance of the measured asymmetries are proportional to (1−2w)
√
ǫ,

the effective number of events are proportional to the factor, ǫ(1 − 2w)2. Thus, an effective
efficiency, ǫeff = ǫ(1 − 2w)2, is introduced. The tagging algorithm has been developed
to maximise the effective efficiency, ǫeff . The total effective tagging efficiency for MC is
estimated to be 29.72 ± 0.17%.

Note that r is determined from MC-based information only and if the MC information
represents data perfectly, then r = 1−2w. To maximise the effective tagging efficiency while
using w values measured from data, events are subdivided into seven regions based on their
r values: 0 < r ≤ 0.1, 0.1 < r ≤ 0.25, 0.25 < r ≤ 0.5, 0.5 < r ≤ 0.625, 0.625 < r ≤ 0.75,
0.75 < r ≤ 0.875 and 0.875 < r ≤ 1. These bins have corresponding labels from 0 to 6. The
wrong tag fractions, w, and the difference in w between B0 and B̄0, ∆w, are obtained by
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fitting the time-dependent B0B̄0 mixing oscillation of B0 → D∗−l+νl, D
(∗)−π+ and D∗−ρ+

self-tagging events as shown in Fig. B.3.

The time evolution of B0B̄0 pairs with opposite flavour (OF) and same flavour (SF) is given
by

POF
SF =

e−|∆t|/τ
B0

4τB0

[1 ∓ q∆w ± (1 − 2w) cos(∆md∆t)], (B.4)

and the OF-SF asymmetry is given by

AMix =
POF − PSF

POF + PSF

= −q∆w + (1 − 2w) cos(∆md∆t). (B.5)

The obtained w and ∆w are summarised in Table B.1 for the SVD1 and SVD2 data samples
and are used for analysis. The total effective tagging efficiency for data is 29.20 ± 1.37%.

∆ ∆

Figure B.3: Time-dependent B0B̄0 mixing oscillation fit result to the control sample data.
Each plot from the top-left to the bottom-right, corresponds to the subsample in each r-bin
region from 1 to 6. The amplitudes in the oscillation become larger due to less dilution from
incorrect tagging.
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Table B.1: Wrong tag fractions and wrong tag fraction differences for each r-bin.

r-bin w(SVD1) w(SVD2) ∆w(SVD1) ∆w(SVD2)
0.0 < r ≤ 0.1 0.5 ± 0.0 0.5 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
0.1 < r ≤ 0.25 0.423+0.008

−0.007 0.429 ± 0.005 0.058+0.010
−0.009 −0.039+0.006

−0.007

0.25 < r ≤ 0.5 0.337 ± 0.008 0.327 ± 0.006 0.012 ± 0.010 −0.036 ± 0.006
0.5 < r ≤ 0.625 0.235+0.010

−0.008 0.223+0.011
−0.006 −0.012 ± 0.010 0.018 ± 0.007

0.625 < r ≤ 0.75 0.166+0.008
−0.007 0.161+0.010

−0.006 −0.011+0.010
−0.009 0.002 ± 0.006

0.75 < r ≤ 0.875 0.105+0.008
−0.007 0.105+0.007

−0.008 0.008 ± 0.009 −0.027 ± 0.006
0.875 < r ≤ 1.0 0.026+0.006

−0.005 0.019+0.004
−0.005 0.003 ± 0.006 −0.001 ± 0.004
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Appendix C

∆t Resolution Function

A brief description of the resolution function is provided here, and a more detailed discussion
can be found in [68]. As mentioned in §5.2.3, the sources of ∆t smearing are detector
resolution, BTag vertex smearing due to the inclusion of non-primary tracks on the tag side
and the approximation where the B mesons are treated at rest in the CMS frame.

C.1 Detector Resolution

The detector resolutions, RRec and RTag, describe the smearing of primary tracks originating
from the B mesons. Because the resolution of multi-track vertices is better than single-track
vertices, they are treated separately.

The detector resolution function for the BRec vertex with more than one track is given by a
double Gaussian with zero mean,

RRec(δzRec) ≡ (1 − f tail
Rec)G[δzRec; (S

0
Rec + ξRecS

1
Rec)σRec] + f tail

RecG[δzRec;S
tail
RecS

main
Rec ]. (C.1)

Smearing of the multi-track tag side vertex is modelled with a single Gaussian,

RTag(δzTag) ≡ G[δzTag; (S
0
Tag + ξTagS

1
Tag)σTag]. (C.2)

The single-track vertex resolution function for both the CP and tag side is given by the
double Gaussian,

Ri(δzi) ≡ (1 − f tail
i )G[δzi;S

main
i σi] + f tail

i G[δzi;S
tail
i σi], i = Rec,Tag. (C.3)

In these detector resolution functions, δzi is defined as being the difference between the
reconstructed vertex position and its true position, ξi is the vertex quality as defined in
Eq. 5.2, and σi is vertex z-position error. Note that for the multi-track resolution functions
width, Smain

i ≡ (S0
i +ξiS

1
i )σi, the vertex error, σi, is corrected with a linear polynomial in the

vertex quality, ξi, because they are correlated. The detector resolution function parameters
are determined from a lifetime fit to the data of many control samples such as, B0 → D∗lνl,
D(∗)π and D∗ρ, and are given in Table C.1.
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Table C.1: RDet resolution function parameters.

Parameter Value(SVD1) Value(SVD2)
Multi-track S0

CP 0.910+0.463
−0.080 0.656+0.453

−0.098

S1
CP 0.023 ± 0.004 0.035+0.008

−0.006

f tail
CP − 0.101+0.040

−0.053

Stail
CP − 4.752+0.428

−1.028

S0
Tag 0.667+0.339

−0.398 0.790+0.494
−0.260

S1
Tag 0.010+0.001

−0.004 0.014+0.003
−0.006

Single-track Smain
i 0.906+0.278

−0.069 1.022+0.445
−0.079

f tail
i − 0.108+0.042

−0.045

Stail
i − 3.596+4.462

−0.803

C.2 BTag Vertex Smearing From Non-Primary Tracks

Due to the vertex reconstruction algorithm on the tag side mentioned in §5.2.2, the BTag

vertex resolution may be smeared by contamination from non-primary tracks as illustrated
in Fig. C.1.

The resolution function, RNP, is given by

RNP(δzTag) ≡ fδ δ(δzTag) + (1 − fδ)[f
+E+(δzTag; τ

+
NP) + (1 − f+)E−(δzTag; τ

−
NP)], (C.4)

which consists of two parts. The first component represents the vertices without non-primary
track contamination and is given by the Dirac δ-function. The second part describes the
lifetimes of secondary vertices, E+ and E−, on both sides of the δzTag distribution,

E+(δzTag; τ
+
NP) ≡

{

1
τ+
NP

e−δzTag/τ+
NP if δzTag > 0

0 if δzTag < 0,

E−(δzTag; τ
−
NP) ≡

{

0 if δzTag > 0
1

τ−

NP

e−δzTag/τ−

NP if δzTag < 0.
(C.5)

In this case, δzTag is defined as the difference in the reconstructed vertex with and without
non-primary track contamination. The effective decay lengths, τ±NP, depend on the vertex
quality, ξNP, because secondary tracks from longer lived particles give a larger distortion of
the vertex and its error. So, for a multi-track BTag vertex, accounting for the correlation
between σNP and ξNP, τ±NP are parametrised as,

τ+
NP ≡ S3

Tag[τ
+
0 + τ+

1 (1 + S2
Tagξ)σTag],

τ−NP ≡ S3
Tag[τ

−
0 + τ−1 (1 + S2

Tagξ)σTag]. (C.6)

Again, a different parametrisation for τ±NP is needed for single-track vertices because its vertex
quality, ξ, cannot be defined,

τ+
NP ≡ S3

Tag[τ
+
0 + τ+

1 σTag],

τ−NP ≡ S3
Tag[τ

−
0 + τ−1 σTag]. (C.7)
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Figure C.1: Schematic showing how non-primary tracks displaced from the true B0 vertex
will cause a smearing of the reconstructed BTag vertex.

The RNP is determined by comparing two set of MC. One is the usual generic BB̄ MC and the
other has been specially generated so that all B meson daughters have zero lifetimes. That
means all secondary tracks and so forth, will now decay at the B vertex allowing the δzTag

distribution to be studied. The resolution function parameters associated with smearing of
the BTag vertex from non-primary tracks are given in Tables C.2 and C.3.

C.3 Kinematic Approximation

The ∆t distribution is calculated from Eq. 5.1, which ignores the motion of the B mesons
in the CMS frame. The smearing of ∆t that arises from this assumption does not need to
be parametrised because it can be calculated analytically. One can show that the difference
between the reconstructed ∆t, Eq. 5.1, and the true ∆t, ∆tTrue ≡ tRec − tTag, is given by

x ≡ ∆tRec − ∆tTrue = [(βγ)Rec/(βγ)Υ(4S) − 1]tRec − [(βγ)Tag/(βγ)Υ(4S) − 1]tTag, (C.8)

where (βγ)Rec and (βγ)Tag are the Lorentz boost factors of BRec and BTag, respectively. Their
ratios to the Υ(4S) Lorentz boost are,

(βγ)Rec

(βγ)Υ(4S)

=
ECMS

B

mB
+
pCMS

B cos θCMS
B

βΥ(4S)mB
≡ aK + cK,

(βγ)Tag

(βγ)Υ(4S)

=
ECMS

B

mB

− pCMS
B cos θCMS

B

βΥ(4S)mB

≡ aK − cK, (C.9)

where ECMS
B , mB, pCMS

B and cos θCMS
B are the energy, mass, momentum and polar angle of

BRec in the CMS frame. Since the tRec and tTag distributions follow an exponential decay,
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Table C.2: RNP resolution function parameters for B0.

Parameter Value(SVD1) Value(SVD2)
Global S2

Tag 0.020 ± 0.0004 0.034 ± 0.0004
S3

Tag 0.954+0.104
−0.053 0.877+0.201

−0.077

Multi-track fδ 0.251+0.062
−0.067 0.297+0.088

−0.038

f+ 0.792 ± 0.005 0.770 ± 0.002
τ+
0 (cm) 0.071 ± 0.004 0.111 ± 0.002
τ+
1 0.070 ± 0.005 0.101 ± 0.002

τ−0 (cm) 0.062 ± 0.008 0.129 ± 0.004
τ−1 0.011 ± 0.009 0.092 ± 0.004

Single-track fδ 0.598+0.041
−0.141 0.706+0.029

−0.082

f+ 0.734 ± 0.010 0.841 ± 0.012
τ+
0 (cm) 0.641 ± 0.047 1.450 ± 0.030
τ+
1 0.314+0.066

−0.063 0.886 ± 0.033
τ−0 (cm) 0.314+0.065

−0.060 1.002+0.074
−0.070

τ−1 0.196+0.097
−0.085 0.519+0.081

−0.073

Table C.3: RNP resolution function parameters for B+.

Parameter Value(SVD1) Value(SVD2)
Global S2

Tag 0.020 ± 0.0004 0.034 ± 0.0004
S3

Tag 0.954+0.104
−0.053 0.877+0.201

−0.077

Multi-track fδ 0.166+0.090
−0.077 0.385+0.082

−0.052

f+ 0.775 ± 0.007 0.762+0.003
−0.003

τ+
0 (cm) 0.607 ± 0.009 0.640+0.006

−0.006

τ+
1 0.627 ± 0.010 0.571+0.006

−0.006

τ−0 (cm) 0.530+0.016
−0.015 0.589+0.009

−0.009

τ−1 0.617+0.020
−0.019 0.561+0.010

−0.010

Single-track fδ − −
f+ 0.745+0.017

−0.018 0.834+0.026
−0.028

τ+
0 (cm) 1.045+0.055

−0.028 −
τ+
1 1.057+0.086

−0.083 −
τ−0 (cm) 1.199 ± 0.089 −
τ−1 1.307+0.154

−0.155 −
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Table C.4: POut resolution function parameters.

Parameter Value(SVD1) Value(SVD2)
Global σOut(ps) 37.429+6.796

−9.012 33.623+6.801
−8.971

Multi-track fOut 0.0003 ± 0.0001 0.0002 ± 0.0001
Single-track fOut 0.042+0.007

−0.008 0.026+0.005
−0.004

E+
i , the probability density of simultaneously obtaining x and ∆tTrue is given by

P(x,∆tTrue) =

∫ ∞

0

∫ ∞

0

dtRec dtTag E
+(tRec; τB)E+(tTag; τB) δ(∆tTrue − [tRec − tTag])

δ(x− {[aK + cK − 1]tRec − [aK − cK − 1]tTag}), (C.10)

and the probability density of obtaining ∆tTrue is

P(∆tTrue) =

∫ ∞

0

∫ ∞

0

dtRec dtTag E
+(tRec; τB)E+(tTag; τB) δ(∆tTrue − [tRec − tTag]). (C.11)

The resolution function that accounts for the kinematic approximation, RK, is defined as
the probability density of obtaining x for a given ∆tTrue. Thus, it is expressed as RK(x) =
P(x,∆tTrue)/P(∆tTrue), which evaluates to,

RK(x) =







E+(x− {(aK − 1)∆tTrue + cK|∆tTrue|}; |cK|τB) if cK > 0
δ(x− {aK − 1}∆tTrue) if cK = 0
E−(x− {(aK − 1)∆tTrue + cK|∆tTrue|}; |cK|τB) if cK < 0.

(C.12)

C.4 Outlier

There still exists a long tail in ∆t that is not described by the resolution functions above
or background functions. We model the tail with a Gaussian with zero mean and a width
independent of the event,

POut(∆t) ≡ G(∆t; σOut). (C.13)

The outlier receives a larger contribution from vertices reconstructed from a single track,
because they have a worse resolution. Therefore, the outlier fraction, fOut, depends on
whether a multi-track or single-track vertex was reconstructed.

The outlier parameters are determined from data in the same lifetime fit that extracts the
RDet parameters and are given in Table C.4.
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Appendix D

B0
→ K0

Sπ0 Toy MC Study
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Figure D.1: These plots from left to right, top to bottom range from AGen
CP = −0.9 to

AGen
CP = 0.9 and show the distributions of fit results, AFit

CP . The mean and its error from the
Gaussian fit to these distributions form the points in the toy MC linearity test (Fig. 5.11).
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Figure D.2: These plots from left to right, top to bottom range from AGen
CP = −0.9 to

AGen
CP = 0.9 and show the distributions of fit errors, δAFit

CP . The expected error on ACP is
estimated using the Standard Model input, AGen

CP = 0.0.
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Figure D.3: These plots from left to right, top to bottom range from AGen
CP = −0.9 to

AGen
CP = 0.9 and show the ACP pull distributions. A Gaussian fit to these distributions

demonstrate consistency with zero shift and unity width.
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Figure D.4: These plots from left to right, top to bottom range from SGen
CP = −0.9 to

SGen
CP = 0.9 and show the distributions of fit results, SFit

CP . The mean and its error from the
Gaussian fit to these distributions form the points in the toy MC linearity test (Fig. 5.11).
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Figure D.5: These plots from left to right, top to bottom range from SGen
CP = −0.9 to

SGen
CP = 0.9 and show the distributions of fit errors, δSFit

CP . The expected error on Seff
CP is

estimated using the near Standard Model input, SGen
CP = 0.7.
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Figure D.6: These plots from left to right, top to bottom range from SGen
CP = −0.9 to

SGen
CP = 0.9 and show the Seff

CP pull distributions. A Gaussian fit to these distributions
demonstrate consistency with zero shift and unity width.
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Appendix E

B0
→ K0

Lπ0 Study

E.1 Event Selection

The K0
L candidates are selected if their momentum in the CMS, p∗

K0
L

, is greater than

2.2 GeV/c, and cos θmiss > 0.6, where θmiss is the angle between the K0
L and the missing

momentum in the laboratory frame. For K0
L candidates with KLM and ECL information

(KLMECL candidates), a likelihood ratio, LKLMECL, is constructed from four variables: the
ratio between the energy deposit in 9 CsI crystals and 25 crystals around the shower centroid
of the ECL cluster, E9/E25, the shower width is the lateral ECL shower spread, the shower
invariant mass calculated from all CsI hits in the ECL cluster, and the distance between K0

L

candidate cluster and the nearest charged track. We require LKLMECL > 0.6. We don’t use
K0

L candidates identified only by ECL information (ECL candidates) because of the poor
signal-to-noise ratio. The π0 candidates are reconstructed using the same procedure as for
B0 → K0

Sπ
0 given in §3.6 except for the χ2 condition.

Since the energy of the K0
L cannot be measured, we calculate an expected K0

L direction using
the four-momentum of a reconstructed π0 candidate and the IP, and the direction determined
by the the K0

L cluster in the detector. For calculation of the momentum of the K0
L, we use

energy and momentum conservation laws in B decays,

EB0 = EK0
L

+ Eπ0 , (E.1)

~pB0 = ~pK0
L

+ ~pπ0, (E.2)

and the energy-momentum relations for each particle,

EB0 =
√

|~pB0 |2 +M2
B0 , (E.3)

EK0
L

=
√

|~pK0
L
|2 +M2

K0
L

, (E.4)

Eπ0 =
√

|~pπ0|2 +M2
π0 , (E.5)
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where E, ~p andM are the energy, momentum and invariant mass of the particles, respectively.
From Eq. (E.2) and (E.3),

E2
B0 = |~pB0 |2 +M2

B0

= |~pK0
L
|2 + |~pπ0|2 + 2|~pK0

L
||~pπ0| cos θK−π +M2

B0 , (E.6)

where θK−π is an angle between the π0 and K0
L flight directions. From Eq. (E.1), (E.4) and

(E.5),

E2
B0 = (EK0

L
+ Eπ0)2

= |~pK0
L
|2 +M2

K0
L

+ |~pπ0 |2 +M2
π0 + 2

√

(|~pK0
L
|2 +M2

K0
L

)Eπ0. (E.7)

From Eq. (E.6) and (E.7),

M2
B0 −M2

K0
L
−M2

π0 + 2|~pK0
L
||~pπ0| cos θK−π = 2

√

(|~pK0
L
|2 +M2

K0
L

)Eπ0 . (E.8)

Squaring of both sides and defining ∆M ≡M2
K0

L

+M2
π0 −M2

B0 ,

∆M2 + 4|~pK0
L
|2|~pπ0 |2 cos2 θK−π − 4∆M |~pK0

L
||~pπ0| cos θK−π = 4(|~pK0

L
|2 +M2

K0
L

)Eπ0 ,

[1 − (|~pπ0| cos θK−π/Eπ0)2]|~pK0
L
|2 + ∆M |~pπ0 | cos θK−π/E

2
π0 |~pK0

L
|

+M2
K0

L

− (∆M/2Eπ0)2 = 0. (E.9)

Since all variables except for |~pK0
L
| are observables, we can obtain magnitude of the K0

L

momentum by solving Eq. (E.9). The expected K0
L direction is calculated from ~pπ0 assuming

the B meson is at rest. The angle between observed and expected K0
L direction cos θexp is

required to be greater than 0.9. For continuum event suppression, Ls/b > 0.5 is required
where Rs/b is based on the Fisher discriminating variables used for B0 → K0

Sπ
0, the number

of hit layers in KLM and the reconstructed to measured energy ratio in the ECL for KLMECL
candidates.

We retain events which satisfy Mbc > 5.22 GeV/c2. Multiple candidates are predominantly
due to several K0

L candidates in the event and the contribution from multiple pion candidates
is found to be small. In the case of multiple candidates, we take the K0

L candidate with the
smallest θexp in the event.

E.2 Signal Yield Extraction

The signal yield is determined from an unbinned two-dimensional maximum likelihood fit to
the Mbc − Ls/b distribution in the range 5.22 GeV/c2 < Mbc < 5.29 GeV/c2 and Ls/b > 0.5
in each r-bin.

The signal PDF shape is constructed from a two-dimensional histogram in the Mbc − Ls/b

plane obtained from MC and its fraction is a free parameter in the fit. The ratio of signal
yields among the different r-bins is fixed to that obtained from signal MC.
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For the continuum background, we use the ARGUS parameterisation forMbc and a histogram
for Rs/b determined from off-resonance data samples.

The BB̄ background distribution is also obtained from MC. We found that the BB back-
ground is predominantly due to rare charmless B decays, while the generic BB events, which
are dominated by B decays caused by the leading b→ c transitions, bring small background
contributions compared to the continuum background. The major contributions are from
three-body charmless decays (Kππ,K∗π) in which one pion has low momentum.

The signal extraction yields 285 ± 52 (stat) ± 57 (syst) events which is of 3.7σ significance
and the fit result is shown in Fig. E.1.
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Figure E.1: Mbc (left) and Ls/b (right) projections in the best r-bin region, r > 0.875. The
fit results are indicated by smoothed line or histograms. The colour indicates the category
of sample: signal (red), rare B (green) and continuum (blue).

E.3 CP Fit Results

Since the decay vertex of B0 → K0
Lπ

0 cannot be determined, only direct CP violation can
be measured. Using Eq. 5.16, the direct CP of the B0 → K0

Lπ
0 sub-sample is found to be,

ACP = −0.013 ± 0.448 (stat). (E.10)
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